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SUMMARY
We deal with the three dimensional finite-element solution of the CSEM problems in a conductive medium. 3D unstructured tetrahedral meshes 
are used to discretize the computational domain. Inorder to separate the galvanic and inductuve natures of the EM field, an        -         decomposition
of the electric field is done. After obtaining two partial di�erential equations, the finite-element approximation of the system of equations is done 
using edge and nodal element basis functions. 

METHODOLOGY

Assuming a time dependence of               , Faraday’s law and Ampere’s laws of induction are written as:  

(1)

(2)

=  Magnetic Permeability

=  Electrical Conductivity

= Source Current Density

Upon combining equations (1) and (2), a system of equations is obtained

(3)

(4)
Decomposition of the electric �eld:

=  Magnetic Vector Potential

=  Electric Scalar Potential

Decomposed Equations in the form of Partial Di�erential Equations:

(5)

(6)

DISCRETIZATION USING UNSTRUCTURED TETRAHEDRAL ELEMENTS
“ Blocks2mesh ”, a code written by Peter Lelièvre (plelievre@mun.ca), is utilized to create a three dimensional grid of unstructured tetrahedrons. 
This code makes a block poly �le that then get fed into Tetgen. Global numbers are assigned to each element and their corresponding nodes within 
the entire domain. 

Because we mostly need the edge numbering scheme in our approach, a Fortran code is developed to convert the node numbering scheme into the 
edge one. Also, some auxiliary subroutines are written to �gure out if any edges and nodes are shared by other neighbour cells.  Moreover, 
edge-to-node,  edge-to-element, element-to-edge, and other similar connectivity arrays have been coded.

Figure 1. The �nite-element mesh mesh for a homogenous Earth model depicted using Kitware 
Paraview 3.6.2. This mesh consists of 1233 nodes, 4432 cells and 10753 edges.

THE FINITE-ELEMENT APPROACH
Doing  the �nite-element solution of the system of equations requires the approximation of the vector and scalar potentials as follows:

=  Edge-element vector interpolation function

=  Nodal-element scalar interpolation function

The Galerkin Method :  Seeks the solution by wighting the vector and scalar residuals of the partial di�erential equations 

1- Vector Residual

(7)

(8)

(9)

(10)

2- Scalar Residual

(11)

(12)

NODAL ELEMENTS

Tetrahedrons are more suitable to model the curves of the complex-shaped volumes and irregular geometries, for instance, jagged topography features, faults and dipping layers.
The �nite-element method  uses  nodal and edge basis functions to determine the approximated solution for the electric �eld within each element.
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 Within each linear tetrahedral element, the unknown scalar function can be written as 

(13)

Coe�cients         ,        ,        ,  and           can be determined by enforcing the equation (13) at 
four corners of the tetrahedron. By substituiting these coe�cients into equation (13) we obtain:

ea be c e ed

(14)

= Scalar basis function

=  The volume of the tetrahedron

As the main property, the value of the interpolation function                                               
 is speci�ed to be 1 if   i = k   and zero if               .i k

Figure 2. An illustration of the scalar basis function related to the node  i . Scalar
N decreases linearly in di�erent directions away from its initial location and vanishes 
at the location of nodes j, l, and k. In contrast to the horizontal component of 
the            , which is depicted by              , its vertical component,              , is 
discontinous across the edge  “il” . 
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EDGE-ELEMENTS
Nodal basis functions guarantee only the continuity of the tangential component of the electric �eld across the interface while the vertical component of the 
electric �eld is not necessarily continuous. This causes the normal current density to be no longer continous across the interface. Also, Because the electric �eld is
allowed to vary in all three orthogonal directions, the term                    is not consistently zero within cells of uniform conductivity.  To counteract these problems
edge-element basis functions are used. Constrained to be along the edge, an edge-element combines three components of the approximated �eld into one 
collection. This guarantees the continuity of the tangential component, while allowing the normal component of the electric �eld to freely jump across the
 interelement boundaries.

The Whitney 1-form is used as the vector edge-element function. By using this 
form the basis function, for example, along edge 1 (see Fig. 3) is given by:

(15)

(16)

Where ( )k = 1, 2, 3, and 4

          has no tangentila component along other edges exept edge 1, thus, forcing the tangential
component of the �eld to be continuous between adjacent cells sharing this edge.
P12

Advantage 1:

In general, the edge function is given by:

(17)
Advantage 2:

indicates that the �eld is divergence-free in a source-free region Figure 3. Six edges are depicted for a tetrahedral element. 
Edge 1 is picked as an example which starts from node 1
and ends at node 2.  It has no tangential component on 
the blue surface         .S3

CALCULATION OF RESIDULAS USING ELEMENTAL FUNCTIONS
1 - Edge - Edge Interactions :

i = 1, ... Nedges

To easily calculate the second edge - edge interaction integral we changed the coordinate system from cartesian to simplex or normalized system 

Figure 4. The tetrahedral element in the normalized
coordinate system

where

2 - Edge - Node Interactions :

3 - Node - Node Interactions :

ELECTROMAGNETIC SOURCE
A line source of electric current is chosen to be as a delta function of �nite length :

where            is a scalar arbitrary function and                         is the boxcar function; it indicates that the source current is zero over the entire domain except for a 
speci�c interval,  l, on which it is given a constant value.

js Box ( x )

Source - Edge interaction :

The secondary system,                           is chosen in a way that the source line has the simplest
equation. Because the tetrahedral elements are set up in the cartesian coordinate system
a transformation has to be done in order to easily calculate the source term integrals.

(x, y, z )

Figure 5. A line source of current shown in two 
cartesian and target coordinate system

Source - Node interaction :

NUMERICAL SOLUTION TO THE SYSTEM OF EQUATIONS

(18)

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

(29)

(30)

Plugging equations (19), (21), (23), (25), (28), and (30) into both equations (10) and (12) gives us a system of equations in the form of :

(31)
Separating the potentials into their real and imaginary parts, we end up with the following equations.

(32)

The nonzero values of the sparse coe�cent matrix on the left is stored in the CSR format for the 
sake of lower memory usage. The non-symmetric system of equations will be solved using 
BICGSTAB solver with an LU preconditioner.  

Boundary Conditions: 

Boundary conditions are applied on the truncation boundary of the domain. Subject to the Dirichlet boundary condition, if the source is considered far enough from the 
truncation boundary, the following equations will be satis�ed.
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To code up the system of equations a Fortran code is written.  The sparse structure of the coe�cient matrix and the non zero elements are shown by the �gure 6.

Figure 6. The sparse structure of the coe�cient matrix. It is designed for a mesh of  216 cells, 80 nodes
and 366 edges. This matrix consists of four main blocks . The dominant block, (1:732 , 1:732), is related
 to the edge-edge interactions (top left block). Also, the dimension of the matrix is 

CONCLUSIONS AND FUTURE PLANS
The code is still under development. We hope to test it on simple Earth models. The performance of the discussed approach will be compared with a modi�cation
in which the Lorentz gauge condition is used.  Also, the relative contributions to the electric �eld from the inductive and galvanic terms will be investigated in 
di�erent situations.
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2(# of Edges + # of Nodes) = 892

METHODOLOGY

With a time dependence eiωt and assuming the quasi-static regime the fre-

quency domain, Faraday’s law and Ampère’s law for the electric (E) and

magnetic (H) fields can be written as,

∇×E+ iωµH = 0 (1)

∇×H− σ̃E = Js (2)

where µ is the magnetic permeability, ε is the electrical permittivity, σ̃ is the

conductivity and Js is known as the source current density. Equation (1)

can be rewritten as follows

∇×E = −iωB (3)

where B is the magnetic induction vector. Because its divergence goes to

zero, B can be considered as the curl of a vector potential A. After sub-

stituiting ∇ ×A for the magnetic induction in equation (3) and using the

scalar potential definition, equation (4) is obtained.

∇× (E+ iωA) = 0

E+ iωA = −∇φ

E = −iωA−∇φ (4)
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Using the above equation, electric field is decomposed into two components

A and φ. With introducing J = σ̃E equation (2) is changed to

∇×H = J+ Js (5)

Taking the divergence of the above equation, the following equation appeares

∇ · J = −∇ · Js (6)

Upon taking the curl of equation (1) a second-order PDE system will be

given for the electric field as follows

∇×∇×E+ iωµ(σ̃E+ Js) = 0 (7)

If we now substitute equation (4) into equation (7) we obtain

∇×∇×A+ iωµσ̃A+ µσ̃∇φ = µJs (8)

which is the first equation to be discretized. Moreover, with substituting

equation (4) into equation (6) the second important equation is given by

equation (9)

∇ · σ̃(−iωA−∇φ) = −∇ · Js

−iω∇ · (σ̃A)−∇ · (σ̃∇φ) = −∇ · Js (9)
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DISCRETIZATION

Doing finite element solution of equations (8) and (9) requires the approx-

imation of the vector and scalar potentials as follows

Ã =

Nedges∑
j=1

ÃjNj (10)

φ̃ =

Nnodes∑
k=1

φ̃k1Nk1 (11)

where Nj and Nk1 are the edge-element vector and nodal-element scalar ba-

sis functions respectively. The Galerkin method is used to seek the solution

by wighting the vector and scalar residuals of the differential equations. For

the vector residual we use the following equation

R =

∫

Ω
Ni · r dΩ = 0 (12)

where

r = ∇×∇×A+ iωµσ̃A+ µσ̃∇φ− µJs (13)

Plugging the equation (13) into equation (12) we reach the following equa-

tion

∫

Ω
Ni · (∇×∇×A) dΩ + iωµ

∫

Ω
σ̃Ni ·A dΩ + µ

∫

Ω
σ̃Ni · ∇φ dΩ

= µ

∫

Ω
Ni · Js dΩ (14)

To deal with the first term on the left of the equation (14) which is

∫

Ω
Ni · (∇×∇×A) dΩ
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we use Green’s Theorem. Considering a and b as two arbitrary vectors, the

first vector Green’s therorem states that

∫

Ω
[(∇× a) · (∇× b)− a · (∇×∇× b)] dΩ

=

∫

S
(a×∇× b) · n̂ dS

Applying this theorem on the first term

∫

Ω
Ni·(∇×∇×A) dΩ =

∫

Ω
(∇×Ni)·(∇×A) dΩ−

∫

S
[Ni × (∇×A)]·n̂ dS

(15)

Because the tangential component of the vector potential A is continous

across the interface, the surface integral term on the right will be vanished

during the assembly (Is this reason right and enough? It is not zero on the

outer boundary!! Paper by: Nam). Combining equations (10), (14) and

(15) will give us

Nedges∑
j=1

Ãj

∫

Ω
(∇×Ni) · (∇×Nj) dΩ + iωµ

Nedges∑
j=1

Ãj

∫

Ω
σ̃Ni ·Nj dΩ (16)

+µ

Nnodes∑
k=1

φk

∫

Ω
σ̃Ni · ∇Nk1 dΩ = µ

Nedges∑
j=1

∫

Ω
Ni · Js dΩ

Similar to the equation (12) the wighted residual for the scalar term will be

written as follows

Rscalar =

∫

Ω
Nk2r dΩ = 0 (17)

where r is constracted using equation (9) so that

r = iω∇ · (σ̃A) +∇ · (σ̃∇φ)−∇ · Js (18)
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Plugging the equation (18) into equation (17) gives

iω

∫

Ω
Nk2∇ · (σ̃A) dΩ +

∫

Ω
Nk2∇ · (σ̃∇φ) dΩ =

∫

Ω
Nk2∇ · Js dΩ (19)

where k2 = 1, . . . Nnodes. Using equations (10) and (11), the equation (19)

turns to

iω

∫

Ω
Nk2∇ · (σ̃

Nedges∑
j=1

ÃjNj) dΩ +

∫

Ω
Nk2∇ · (σ̃∇

Nnodes∑
k=1

φ̃k1Nk1) dΩ (20)

=

∫

Ω
Nk2∇ · Js dΩ

Working out the above equation

iωÃj

Nedges∑
j=1

∫

Ω
Nk2∇ · (σ̃Nj) dΩ + φ̃k1

Nnodes∑
k=1

∫

Ω
Nk2∇ · (σ̃∇Nk1) dΩ (21)

=

∫

Ω
Nk2∇ · Js dΩ

To simplify the above equation we use the partial integral rule. Considering

a and b as continous and defferentiable functions over a bounded region, Ω,

with a boundary, S, the partial integral rule can be written as follows

∫

Ω
a∇ · b dΩ =

∫

S
a b · n̂ dS −

∫

Ω
∇a · b dΩ (22)

where n̂ is the normal vector directing outward from the suface S. If we

change the equation (21) using equation (22) two surface terms will appear

as follows

iωÃj

Nedges∑
j=1

∫

S
Nk2 n̂ · (σ̃Nj) dS − iωÃj

Nedges∑
j=1

∫

Ω
∇Nk2 · (σ̃Nj) dΩ

5
+ φ̃k1

Nnodes∑
k1=1

∫

S
Nk2 n̂ · (σ̃∇Nk1) dS − φ̃k1

Nnodes∑
k1=1

∫

Ω
∇Nk2 · (σ̃∇Nk1) dΩ (23)

=

∫

Ω
Nk2∇ · Js dΩ

where k2 = 1 · · ·Nnodes. Our two main equations (16) and (23) are obtained.

NODAL AND EDGE ELEMENTS IN A TETRAHEDRON

The problem domain is divided to a number of tetrahedrons. In the realm

of the finite element method the edge and nodal elements is specified and an

approximation of the unknown interpolation function is made within each

element.

Nodal elements

A tetrahedron is illustrated in figure (1). 4 nodes and 6 edges are being

specified. The unknown scalar function φ can be approximated using

φe(x, y, z) = ae + bex+ cey + dez (24)

where the coefficients ae, be, ce and, de are determined by enforcing the

equation (24) at four corners of the tetrahedron. This process is done as

follows

φe
1 = ae + bex1 + cey1 + dez1

φe
2 = ae + bex2 + cey2 + dez2

φe
3 = ae + bex3 + cey3 + dez3

6
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+
1

6Ve
φ4[(x2y3 − y2x3)− (x1y3 − y1x3) + (x1y2 − y1x2)]

where

de1 = −(
1

6Ve
) [(x3y4 − y3x4)− (x2y4 − y2x4) + (x2y3 − x3y2)] (44)

de2 = (
1

6Ve
)((x3y4 − y3x4)− (x1y4 − y1x4) + (x1y3 − y1x3)) (45)

de3 = −(
1

6Ve
) [(x2y4 − y2x4)− (x1y4 − y1x4) + (x1y2 − y1x2)] (46)

de4 = (
1

6Ve
)((x2y3 − y2x3)− (x1y3 − y1x3) + (x1y2 − y1x2)) (47)

and in general it can be written as

de = de1φ
e
1 + de2φ

e
2 + de3φ

e
3 + de4φ

e
4 (48)

Sbstituting equations (25), (31), (37) and (43) back into (24) gives

φe(x, y, z) =
4∑

k=1

N e
k(x, y, z)φ

e
j (49)

where the scalar quantitiy Nj is called the basis or interpolation function

given by
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N e
k(x, y, z) =

1

6V e
(aek + bekx+ ceky + dekz) (50)

for each tetrahedron. This function is used as the nodal basis function, Nk1 ,

in equation (16) and the nodal wight function, Nk2 , in equation (23). As a

property, the value of the interpolation function, Nk(xi, yi, zi), is defined to

be 1 if i = k and 0 on all other nodes where i �= k.

Edge Elements

To derive the basis functions for the edge elements let first consider the

volume coordinates, (Le
1, L

e
2, L

e
3, L

e
4) where Le

k = Nk at the location of each

node. Assume the vector function between nodes 1 and 2 given by

P12 = Le
1∇Le

2 − Le
2∇Le

1 (51)

As an advantage, the function, P12 satisfies the divergence condition as

∇ ·P12 = 0. According to the definition the linear function L1 has a value

of 1 at node 1 and 0 at node 2. Considering the unit vector of the edge 1

as, e1 =
(r2−r1)

l1
, which is the vector originating from node 1 to node 2, the

following equations are driven

e1 · ∇Le
1 = − 1

l1
(52)

e1 · ∇Le
2 =

1

l1

and

e1 ·P12 =
Le
1 + Le

2

le1
=

1

le1
(53)
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Equation (53) indicates that, P12 has no tangential component along other

edges except edge 1. Consequently, the edge function for the edge 1 is given

by Ni = P12l
e
i . In table 1 Six edges are defined for a tetrahedral element

Table 1: Edges of a Tetrahedron

Edge i Node i1 Node i2

1 1 2
2 1 3
3 1 4
4 2 3
5 4 2
6 3 4

Genaralizing the equation (51) the vector basis function for the edge i

is given as below

Ne
i = lei (L

e
i1∇Le

i2 − Le
i2∇Le

i1) (54)

APPLICATION OF ELEMENTAL FUNCTIONS

TO THE SYSTEM OF EQUATIONS

In this section, different terms existing in equations (16) and (23) will be

calculated using nodal and edge interpolation functions.

1. Edge-Edge interaction Each edge in the mesh is sorounded by a

number of neighbouring edges. The first term on the left of equa-

tion (16) represents the vector potential contributions of all neigh-

bouring edges (j) at the location of edge i

Tij =

Nedges∑
j=1

∫

Ω
(∇×Ni) · (∇×Nj) dΩ

Before calculating the integral term, the curl of a vector basis function

15
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=
4 li ljV

e

(6V e)4
[ (bi1ci2 − ci1bi2)(bj1cj2 − cj1bj2)

+(di1bi2 − bi1di2)(dj1bj2 − bj1dj2) + (ci1di2 − di1ci2)(cj1dj2 − dj1cj2) ]

and Finally,

Tij =

Nedges∑
j=1

4 li lj
(6)4(V e)3

[ (bi1ci2 − ci1bi2)(bj1cj2 − cj1bj2) (56)

+(di1bi2 − bi1di2)(dj1bj2 − bj1dj2) + (ci1di2 − di1ci2)(cj1dj2 − dj1cj2) ]

where i = 1 · · ·Nedges. ENOUGH CARE SHOULD BE EXERCISED

WHEN CALCULATING THIS TERM AS THERE IS NO CONTRI-

BUTION FROM THE OPPOSITE EDGE.(CODE IS NOT COR-

RECT!!!)

2. Edge-Edge interaction Formulating the second term on the left of

equation (16) ∫

Ω
σ̃Ni ·Nj dΩ

is done as follows.

=

∫

Ω
σ̃li(Li1∇Li2 − Li2∇Li1) · lj(Lj1∇Lj2 − Lj2∇Lj1) dΩ

= lilj σ̃ [ (∇Li2 · ∇Lj2)

∫

Ω
Li1Lj1 dΩ − (∇Li2 · ∇Lj1)

∫

Ω
Li1Lj2 dΩ

(57)

−(∇Li1 · ∇Lj2)

∫

Ω
Li2Lj1 dΩ + (∇Li1 · ∇Lj1)

∫

Ω
Li2Lj2 dΩ ]

As the integral term
∫
Ω LiLj dΩ is frequently repeated, an estimation

of it is firstly performed.
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form can be written

Uij =

Nedges∑
j=1

∫

Ω
σ̃Ni ·Nj dΩ

Uij =

Nedges∑
j=1

lilj
720V e

σ̃[ Fi2j2(δi1j1+1)−Fi2j1(δi1j2+1)−Fi1j2(δi2j1+1)+Fi1j1(δi2j2+1) ]

(66)

3. Edge-node interaction In order to formulate the third term on the

equation (16), ∫

Ω
σ̃Ni · ∇Nk dΩ

we need to use the equation (54).

∫

Ω
σ̃Ni·∇Nk dΩ = li

∫

Ω
(Li1∇Li2−Li2∇Li1)·σ̃

1

6V e
(bkx̂+ckŷ+dkẑ) dΩ

(67)

= (
1

6V e
)2li

∫

Ω
[ (Li1(bi2x̂+ ci2ŷ + di2ẑ)− Li2(bi1x̂+ ci1ŷ + di1ẑ) ]

·(bkx̂+ ckŷ + dkẑ) dΩ

= (
1

6V e
)2liσ̃

∫

Ω
[Li1(bi2bk+ci2ck+di2dk)−Li2(bi1bk+ci1ck+di1dk)] dx dy dz

∫

Ω
σ̃Ni·∇Nk dΩ = (

1

6V e
)2liσ̃ [ (bi2bk+ci2ck+di2dk)

∫

Ω
Li1(x, y, z) dxdydz

(68)

− (bi1bk + ci1ck + di1dk)

∫

Ω
Li2(x, y, z) dxdydz ]

To simply calculate the above integral we transfer to normalize coor-

21

L2 = u (61)

L3 = v

L4 = w

Using this, a simple integrand will be constructed assisting the cal-

culation of the integral Gij to be more parctical. Also, because the

location of the first node is projected to the origin of the new system,

the lower integration bound is always zero. Therefore, the integral

form is written as below

Gij = |J|
∫ 1

0

∫ 1−u

0

∫ 1−u−v

0
Li Ljdw dv du (62)

Considering an instansce, i = j = 2, the integral turns out to be

= |J|
∫ 1

0

∫ 1−u

0

∫ 1−u−v

0
u2 dw dv du = |J|

∫ 1

0

∫ 1−u

0
u2(1−u−v) dv du

= |J|
∫ 1

0
( u2v−u3v− 1

2
v2u2 ) |1−u

0 du = |J|
∫ 1

0
(
1

2
u2−u3− 1

2
u4 ) du

= |J|(1
6
u3 − 1

4
u4 +

1

10
u5) |10 = |J| 1

60
= 6V e 1

60
=

V e

10
(63)

Similarly, if the situation i �= j is considered, the value of the integral

would be

Gij =
V e

20
(64)

Calculation of the equation (56) can now be completed

∫

Ω
σ̃NiNj dΩ =

lilj
36(V e)2

σ̃[ Fi2j2Gi1j1−Fi2j1Gi1j2−Fi1j2Gi2j1+Fi1j1Gi2j2 ]

(65)

where Fij = aiaj+bibj+cicj . Using equations (63) and (64) a general

20

find the lower and upper bounds of the above integral a transfer to the

simplex coordinate system is done. A normalized coordinate system,

(u, v, w), can be constructed using the following transformation from

the global coordinate system (x, y, z).

x = x1 + (x2 − x1)u+ (x3 − x1)v + (x4 − x1)w

y = y1 + (y2 − y1)u+ (y3 − y1)v + (y4 − y1)w (58)

z = z1 + (z2 − z1)u+ (z3 − z1)v + (z4 − z1)w

Considering r = (x, y, z)T , r1 = (x1, y1, z1)
T and γ = (u, v, w)T , the

equation (58) is rewritten as

r = r1 + J · γ (59)

where the parameter J is defined as the Jacobian matrix

J =




x2 − x1 x3 − x1 x4 − x1

y2 − y1 y3 − y1 y4 − y1

z2 − z1 z3 − z1 z4 − z1




and

|J| = 6V e

The equation (57) can be written in its general form as below

Gij =

∫

Ω
Li(x, y, z)Lj(x, y, z) dΩ

where i, j ∈ [1 · · · 4]. With transfering to normalized coordinate system
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Figure 2: Tetrahedron in the simplex coordinate system

we obtained

Gij =

∫

Γ
Li(u, v, w)Lj(u, v, w) |J| du dv dw (60)

where Γ represents the volume of the tetrahedron in the new coordinate

system. As it is illustrated by figure (2), for an arbitrary point located

inside the element or on a facet the variables u, v and w are bounded

by zero and 1

0 ≤ u ≤ 1 ; 0 ≤ v ≤ 1 ; 0 ≤ w ≤ 1

and
4∑

i=1

Li(u, v, w) = 1

Moreover, four basis functions in the normalized coordinate system

are explained by the following equations

L1 = 1− u− v − w
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where Fij = aiaj+bibj+cicj . Using equations (63) and (64) a general

20

L2 = u (61)

L3 = v

L4 = w

Using this, a simple integrand will be constructed assisting the cal-

culation of the integral Gij to be more parctical. Also, because the

location of the first node is projected to the origin of the new system,

the lower integration bound is always zero. Therefore, the integral

form is written as below

Gij = |J|
∫ 1

0

∫ 1−u

0

∫ 1−u−v

0
Li Ljdw dv du (62)

Considering an instansce, i = j = 2, the integral turns out to be

= |J|
∫ 1

0

∫ 1−u

0

∫ 1−u−v

0
u2 dw dv du = |J|

∫ 1

0

∫ 1−u

0
u2(1−u−v) dv du

= |J|
∫ 1

0
( u2v−u3v− 1

2
v2u2 ) |1−u

0 du = |J|
∫ 1

0
(
1

2
u2−u3− 1

2
u4 ) du

= |J|(1
6
u3 − 1

4
u4 +

1

10
u5) |10 = |J| 1

60
= 6V e 1

60
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V e
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form can be written

Uij =

Nedges∑
j=1

∫

Ω
σ̃Ni ·Nj dΩ

Uij =

Nedges∑
j=1

lilj
720V e

σ̃[ Fi2j2(δi1j1+1)−Fi2j1(δi1j2+1)−Fi1j2(δi2j1+1)+Fi1j1(δi2j2+1) ]

(66)

3. Edge-node interaction In order to formulate the third term on the

equation (16), ∫

Ω
σ̃Ni · ∇Nk dΩ

we need to use the equation (54).

∫

Ω
σ̃Ni·∇Nk dΩ = li

∫

Ω
(Li1∇Li2−Li2∇Li1)·σ̃

1

6V e
(bkx̂+ckŷ+dkẑ) dΩ

(67)

= (
1

6V e
)2li

∫

Ω
[ (Li1(bi2x̂+ ci2ŷ + di2ẑ)− Li2(bi1x̂+ ci1ŷ + di1ẑ) ]

·(bkx̂+ ckŷ + dkẑ) dΩ

= (
1

6V e
)2liσ̃

∫

Ω
[Li1(bi2bk+ci2ck+di2dk)−Li2(bi1bk+ci1ck+di1dk)] dx dy dz

∫

Ω
σ̃Ni·∇Nk dΩ = (

1

6V e
)2liσ̃ [ (bi2bk+ci2ck+di2dk)

∫

Ω
Li1(x, y, z) dxdydz

(68)

− (bi1bk + ci1ck + di1dk)

∫

Ω
Li2(x, y, z) dxdydz ]

To simply calculate the above integral we transfer to normalize coor-

21

dinate system. The term
∫
Ω Li(x, y, z)dΩ is firstly calculated.

∫

Ω
Li dxdydz =

∫

Γ
Li(u, v, w)|J| dudvdw (69)

Supposing i = 2, the L2 function will then be u and the integral can

be solved.

∫

Γ
L2(u, v, w)|J| dudvdw =

∫ 1

0

∫ 1−u

0

∫ 1−u−v

0
u |J| dwdvdu

=

∫ 1

0

∫ 1−u

0
u(1− u− v) |J| dvdu =

∫ 1

0
(uv − u2v − 1

2
uv2)|1−u

0 |J| du

= |J|(1
4
u2 − 1

3
u3 +

1

8
u4)|10 =

1

24
|J|

Therefore, ∫

Ω
Li dxdydz =

1

24
|J| (70)

Substituiting the equation (70) into (68) leads to

∫

Ω
σ̃Ni · ∇Nk dΩ = (

1

6V e
)2liσ̃ [ (bi2bk + ci2ck + di2dk) |J| (

1

24
)

−(bi1bk + ci1ck + di1dk) |J| (
1

24
) ]

Considering that, |J| = 6V e

∫

Ω
σ̃Ni·∇Nk dΩ =

1

144 V e
liσ̃ [ (bi2bk+ci2ck+di2dk)−(bi1bk+ci1ck+di1dk) ]

(71)

And

Wik =

Nedges∑
i=1

1

144 V e
liσ̃ [ (bi2bk+ci2ck+di2dk)−(bi1bk+ci1ck+di1dk) ]

(72)
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4. Node-Edge interaction Formulating the surface integral term in

equation (23) ∫

S
Nk2 n̂ · (σ̃Nj) dS

still not sure how to do this!!!

The second term on the left of equation (23),

∫

Ω
∇Nk2 · (σ̃Nj) dΩ

, is already formulateted and explained by the equation (72). Also,

the second surface integral term in equation (23)

φ̃k1

Nnodes∑
k1=1

∫

S
Nk2 n̂ · (σ̃∇Nk1) dS

will be zero If a face is shared by two adjacent cells. (Why? what

happens if conductivities are different?)

5. Node-Node interaction The forth term on the left of equation (23)

∫

Ω
∇Nk2 · σ̃∇Nk1 dΩ

can easily be formulated.

∫

Ω
∇Nk2 ·σ̃∇Nk1 dΩ = σ̃(

1

6V e
)2
∫

Ω
(bk2x̂+ck2ŷ+dk2ẑ)(bk1x̂+ck1ŷ+dk1ẑ) dΩ

∫

Ω
∇Nk2 · σ̃∇Nk1 dΩ = σ̃(

1

6V e
)[bk2bk1 + ck2ck1 + dk2dk1] (73)
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+ φ̃k1

Nnodes∑
k1=1

∫

S
Nk2 n̂ · (σ̃∇Nk1) dS − φ̃k1

Nnodes∑
k1=1

∫

Ω
∇Nk2 · (σ̃∇Nk1) dΩ (23)

=

∫

Ω
Nk2∇ · Js dΩ

where k2 = 1 · · ·Nnodes. Our two main equations (16) and (23) are obtained.

NODAL AND EDGE ELEMENTS IN A TETRAHEDRON

The problem domain is divided to a number of tetrahedrons. In the realm

of the finite element method the edge and nodal elements is specified and an

approximation of the unknown interpolation function is made within each

element.

Nodal elements

A tetrahedron is illustrated in figure (1). 4 nodes and 6 edges are being

specified. The unknown scalar function φ can be approximated using

φe(x, y, z) = ae + bex+ cey + dez (24)

where the coefficients ae, be, ce and, de are determined by enforcing the

equation (24) at four corners of the tetrahedron. This process is done as

follows

φe
1 = ae + bex1 + cey1 + dez1

φe
2 = ae + bex2 + cey2 + dez2

φe
3 = ae + bex3 + cey3 + dez3

6

Figure 3: A line source of current shown in two coordinate systems

And,

Zk2k1 = σ̃(
1

6V e
)[bk2bk1 + ck2ck1 + dk2dk1] (74)

EVALUATION OF THE SOURCE TERMS

As it is shown by the figure (3) a line source of electric current is chosen to

be as a delta function of finite length

J = δ(y
′
) δ(z

′
) Box(x

′
)js x̂′ (75)

where the js is an arbitrary scalar quantity. Box(x
′
) is the boxcar function.

Box(x
′
) =




0 x
′
> l, x < 0

1 0 < x
′
< l

(76)

It indicates that the source current is zero over the entire domain except for

a specific interval, l on which it is given a constant value. The secondary

coordinate system, (x
′
, y

′
, z

′
) is chosen in a way that the source line have

24

Figure 3: A line source of current shown in two coordinate systems

And,

Zk2k1 = σ̃(
1

6V e
)[bk2bk1 + ck2ck1 + dk2dk1] (74)

EVALUATION OF THE SOURCE TERMS

As it is shown by the figure (3) a line source of electric current is chosen to

be as a delta function of finite length

J = δ(y
′
) δ(z

′
) Box(x

′
)js x̂′ (75)

where the js is an arbitrary scalar quantity. Box(x
′
) is the boxcar function.

Box(x
′
) =




0 x
′
> l, x < 0

1 0 < x
′
< l

(76)

It indicates that the source current is zero over the entire domain except for

a specific interval, l on which it is given a constant value. The secondary

coordinate system, (x
′
, y

′
, z

′
) is chosen in a way that the source line have

24

Figure 3: A line source of current shown in two coordinate systems

And,

Zk2k1 = σ̃(
1

6V e
)[bk2bk1 + ck2ck1 + dk2dk1] (74)

EVALUATION OF THE SOURCE TERMS

As it is shown by the figure (3) a line source of electric current is chosen to

be as a delta function of finite length

J = δ(y
′
) δ(z

′
) Box(x

′
)js x̂′ (75)

where the js is an arbitrary scalar quantity. Box(x
′
) is the boxcar function.

Box(x
′
) =





0 x
′
> l, x < 0

1 0 < x
′
< l

(76)

It indicates that the source current is zero over the entire domain except for

a specific interval, l on which it is given a constant value. The secondary

coordinate system, (x
′
, y

′
, z

′
) is chosen in a way that the source line have

24

= (
1

6V e
)2
∫

Ω
(ai1bi2 − ai2bi1)δ(Y ) δ(Z) Box(X) js dXdY dZ

+(
1

6V e
)2
∫

Ω
Y (ci1bi2 − ci2bi1)δ(Y ) δ(Z) Box(X) js dXdY dZ

+(
1

6V e
)2
∫

Ω
Z(di1bi2 − di2bi1)δ(Y ) δ(Z) Box(X) js dXdY dZ

Both second and third integrals are zero in the above equation, thus,

∫

Ω
Ni · J dΩ = (

1

6V e
)2
∫

(ai1bi2 − ai2bi1) Box(X) js dX

(
1

6V e
)2
∫ l

0
(ai1bi2 − ai2bi1)× 1× js dX = (

1

6V e
)2(ai1bi2 − ai2bi1)jsl

And finally,

∫

Ω
Ni · J dΩ = (

1

6V e
)2(ai1bi2 − ai2bi1)jsl (79)

S = µ

Nedges∑
i=1

(
1

6V e
)2(ai1bi2 − ai2bi1)jsl (80)

• Node - Source interaction

The source term on the righ side of the equation (23) is also formulated.

∫

Ω
∇Nk · JdΩ = (

1

6V e
)

∫

Ω
(bkX̂ + ckŶ + dkẐ) · δ(Y )δ(Z) Box(X) jsX̂ dΩ

= (
1

6V e
)

∫
bk Box(X) δ(Y ) δ(Z) js dXdY dZ

= bk js(
1

6V e
)

∫

Z
[

∫

Y
[

∫

X
Box(X)dX] δ(Y )dY ] δ(Z)dZ

= bk js(
1

6V e
)

∫

X
Box(X)dX = bk js(

1

6V e
)

∫ 1

0
1 dX

30

Finally,

SS =

∫

Ω
Nk2∇ · Js dΩ =

Nnodes∑
k=1

bk js(
1

6V e
) l (81)

SYSTEM OF EQUATIONS

The appearence of equations (16) and (23) would change if we take advantage

of using the acronym symbols shown in equations (??), (66), (72), (74), (80)

and (81).

ÃjTij + iωµÃjUij + µφkWik = µS (82)

iωÃjXk2j − iωÃjWk2j − φ̃k1Zk2k1 = SS (83)

The term, iωÃjXk2j in equation (83) is the surface integral term of equa-

tion 23 and it has not been brought into consideration here. Vector and

scalar potentials have been decomposed into real and imaginary parts

Ãj = Ãr
j + iÃI

j (84)

And

φ̃k = φ̃r
k + iφ̃I

k (85)

Plugging equations (84) and (85) into the equation (82) we obtain

(Ãr
j + iÃI

j)Tij + iωµ(Ãr
j + iÃI

j)Uij + µ(φ̃r
k + iφ̃I

k)Wik = µS

Putting the real and imaginary terms into separate equations we end up

with the following two equations




Ar
jTij − ωµAI

jUij + µφr
kWik = S

AI
jTij + ωµAR

j Uij + µφr
kWik = 0

(86)
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by

J = δ(Y ) δ(Z) Box(X) js (78)

where

Box(X) =





0 X > l,X < 0

1 0 < X < l

These five steps have to be done for each node of tetrahedrons that enclose

the source line.

• Edge - Source interaction

The source term on the right of equation (16) is calculated as follows

∫

Ω
Ni · J dΩ =

∫

Ω
(Li1∇Li2 − Li2∇Li1) · δ(Y ) δ(Z) Box(X) jsX̂ dΩ

=

∫

Ω
[ (

1

6V e
)2(ai1 + bi1x+ ci1y + di1z)(bi2X̂ + ci2Ŷ + di2Ẑ)

−(
1

6V e
)2(ai2 + bi2x+ ci2y + di2z)(bi1X̂ + ci1Ŷ + di1Ẑ) ]

·[δ(Y ) δ(Z) Box(X) jsX̂ ] dΩ

= (
1

6V e
)2
∫

Ω
[ (ai1 + bi1X + ci1Y + di1Z)bi2 − (ai2 + bi2X + ci2Y + di2Z)bi1 ]

δ(Y ) δ(Z) Box(X) js dΩ

= (
1

6V e
)2
∫

Ω
[ (ai1bi2−ai2bi1)+X(bi1bi2−bi2bi1)+Y (ci1bi2−ci2bi1)+Z(di1bi2−di2bi1) ]

δ(Y ) δ(Z) Box(X) js dΩ

29

= (
1

6V e
)2
∫

Ω
(ai1bi2 − ai2bi1)δ(Y ) δ(Z) Box(X) js dXdY dZ

+(
1

6V e
)2
∫

Ω
Y (ci1bi2 − ci2bi1)δ(Y ) δ(Z) Box(X) js dXdY dZ

+(
1

6V e
)2
∫

Ω
Z(di1bi2 − di2bi1)δ(Y ) δ(Z) Box(X) js dXdY dZ

Both second and third integrals are zero in the above equation, thus,

∫

Ω
Ni · J dΩ = (

1

6V e
)2
∫

(ai1bi2 − ai2bi1) Box(X) js dX

(
1

6V e
)2
∫ l

0
(ai1bi2 − ai2bi1)× 1× js dX = (

1

6V e
)2(ai1bi2 − ai2bi1)jsl

And finally,

∫

Ω
Ni · J dΩ = (

1

6V e
)2(ai1bi2 − ai2bi1)jsl (79)

S = µ

Nedges∑
i=1

(
1

6V e
)2(ai1bi2 − ai2bi1)jsl (80)

• Node - Source interaction

The source term on the righ side of the equation (23) is also formulated.

∫

Ω
∇Nk · JdΩ = (

1

6V e
)

∫

Ω
(bkX̂ + ckŶ + dkẐ) · δ(Y )δ(Z) Box(X) jsX̂ dΩ

= (
1

6V e
)

∫
bk Box(X) δ(Y ) δ(Z) js dXdY dZ

= bk js(
1

6V e
)

∫

Z
[

∫

Y
[

∫

X
Box(X)dX] δ(Y )dY ] δ(Z)dZ

= bk js(
1

6V e
)

∫

X
Box(X)dX = bk js(

1

6V e
)

∫ 1

0
1 dX
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Finally,

SS =

∫

Ω
Nk2∇ · Js dΩ =

Nnodes∑
k=1

bk js(
1

6V e
) l (81)

SYSTEM OF EQUATIONS

The appearence of equations (16) and (23) would change if we take advantage

of using the acronym symbols shown in equations (??), (66), (72), (74), (80)

and (81).

ÃjTij + iωµÃjUij + µφkWik = µS (82)
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tion 23 and it has not been brought into consideration here. Vector and

scalar potentials have been decomposed into real and imaginary parts

Ãj = Ãr
j + iÃI

j (84)

And

φ̃k = φ̃r
k + iφ̃I

k (85)

Plugging equations (84) and (85) into the equation (82) we obtain

(Ãr
j + iÃI

j)Tij + iωµ(Ãr
j + iÃI

j)Uij + µ(φ̃r
k + iφ̃I

k)Wik = µS

Putting the real and imaginary terms into separate equations we end up

with the following two equations




Ar
jTij − ωµAI

jUij + µφr
kWik = S

AI
jTij + ωµAR

j Uij + µφr
kWik = 0

(86)

31

equations changes to




Tij −ωµUij µWik1 0

ωµUij Tij 0 µWik1

0 ωWk2j −Zk2k1 0

−ωWk2j 0 0 −Zk2k1







Ar
j

AI
j

φr
k

φI
k




=




S

0

SS

0




(89)

=




S

0

SS

0




The dimension of the sparse matrix is Nedges +Nnodes. Also, the dominant

block of the matrix is related to the edge-edge contributions(Tij and ωµUij).

33

METHODOLOGY

With a time dependence eiωt and assuming the quasi-static regime the fre-

quency domain, Faraday’s law and Ampère’s law for the electric (E) and

magnetic (H) fields can be written as,

∇×E+ iωµH = 0 (1)

∇×H− σ̃E = Js (2)

where µ is the magnetic permeability, ε is the electrical permittivity, σ̃ is the

conductivity and Js is known as the source current density. Equation (1)

can be rewritten as follows

∇×E = −iωB (3)

where B is the magnetic induction vector. Because its divergence goes to

zero, B can be considered as the curl of a vector potential A. After sub-

stituiting ∇ ×A for the magnetic induction in equation (3) and using the

scalar potential definition, equation (4) is obtained.

∇× (E+ iωA) = 0

E+ iωA = −∇φ

E = −iωA−∇φ (4)
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1

DISCRETIZATION

Doing finite element solution of equations (8) and (9) requires the approx-

imation of the vector and scalar potentials as follows

Ã =

Nedges∑
j=1

ÃjNj (10)

φ̃ =

Nnodes∑
k=1

φ̃k1Nk1 (11)

where Nj and Nk1 are the edge-element vector and nodal-element scalar ba-

sis functions respectively. The Galerkin method is used to seek the solution

by wighting the vector and scalar residuals of the differential equations. For

the vector residual we use the following equation

R =

∫

Ω
Ni · r dΩ = 0 (12)

where

r = ∇×∇×A+ iωµσ̃A+ µσ̃∇φ− µJs (13)

Plugging the equation (13) into equation (12) we reach the following equa-

tion

∫

Ω
Ni · (∇×∇×A) dΩ + iωµ

∫

Ω
σ̃Ni ·A dΩ + µ

∫

Ω
σ̃Ni · ∇φ dΩ

= µ

∫

Ω
Ni · Js dΩ (14)

To deal with the first term on the left of the equation (14) which is

∫

Ω
Ni · (∇×∇×A) dΩ
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N e
k(x, y, z) =

1

6V e
(aek + bekx+ ceky + dekz) (50)

for each tetrahedron. This function is used as the nodal basis function, Nk1 ,

in equation (16) and the nodal wight function, Nk2 , in equation (23). As a

property, the value of the interpolation function, Nk(xi, yi, zi), is defined to

be 1 if i = k and 0 on all other nodes where i �= k.

Edge Elements

To derive the basis functions for the edge elements let first consider the

volume coordinates, (Le
1, L

e
2, L

e
3, L

e
4) where Le

k = Nk at the location of each

node. Assume the vector function between nodes 1 and 2 given by

P12 = Le
1∇Le

2 − Le
2∇Le

1 (51)

As an advantage, the function, P12 satisfies the divergence condition as

∇ ·P12 = 0. According to the definition the linear function L1 has a value

of 1 at node 1 and 0 at node 2. Considering the unit vector of the edge 1

as, e1 =
(r2−r1)

l1
, which is the vector originating from node 1 to node 2, the

following equations are driven

e1 · ∇Le
1 = − 1

l1
(52)

e1 · ∇Le
2 =

1

l1

and

e1 ·P12 =
Le
1 + Le

2

le1
=

1

le1
(53)
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The dimension of the sparse matrix is Nedges +Nnodes. Also, the dominant

block of the matrix is related to the edge-edge contributions(Tij and ωµUij).

∇ ·Ni = 0

n̂×A|∂Ω = 0

φ|∂Ω = 0

33

equations changes to




Tij −ωµUij µWik1 0

ωµUij Tij 0 µWik1

0 ωWk2j −Zk2k1 0

−ωWk2j 0 0 −Zk2k1







Ar
j

AI
j

φr
k

φI
k




=




S

0

SS

0




(89)

=




S

0

SS

0




The dimension of the sparse matrix is Nedges +Nnodes. Also, the dominant

block of the matrix is related to the edge-edge contributions(Tij and ωµUij).

∇ ·Ni = 0

n̂×A|∂Ω = 0

φ|∂Ω = 0

33

equations changes to




Tij −ωµUij µWik1 0

ωµUij Tij 0 µWik1

0 ωWk2j −Zk2k1 0

−ωWk2j 0 0 −Zk2k1







Ar
j

AI
j

φr
k

φI
k




=




S

0

SS

0




(89)

=




S

0

SS

0




The dimension of the sparse matrix is Nedges +Nnodes. Also, the dominant

block of the matrix is related to the edge-edge contributions(Tij and ωµUij).

∇ ·Ni = 0

n̂×A|∂Ω = 0

φ|∂Ω = 0

33

N e
k(x, y, z) =

1

6V e
(aek + bekx+ ceky + dekz) (50)

for each tetrahedron. This function is used as the nodal basis function, Nk1 ,

in equation (16) and the nodal wight function, Nk2 , in equation (23). As a

property, the value of the interpolation function, Nk(xi, yi, zi), is defined to

be 1 if i = k and 0 on all other nodes where i �= k.

Edge Elements

To derive the basis functions for the edge elements let first consider the

volume coordinates, (Le
1, L

e
2, L

e
3, L

e
4) where Le

k = Nk at the location of each

node. Assume the vector function between nodes 1 and 2 given by

P12 = Le
1∇Le

2 − Le
2∇Le

1 (51)

As an advantage, the function, P12 satisfies the divergence condition as

∇ ·P12 = 0. According to the definition the linear function L1 has a value

of 1 at node 1 and 0 at node 2. Considering the unit vector of the edge 1

as, e1 =
(r2−r1)

l1
, which is the vector originating from node 1 to node 2, the

following equations are driven

e1 · ∇Le
1 = − 1

l1
(52)

e1 · ∇Le
2 =

1
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Le
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le1
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1

le1
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14

Applying similar steps to the equation (83) we have

iω(Ãr
j + iÃI

j)Xk2j − iω(Ãr
j + iÃI

j)Wk2j − (φ̃r
k + iφ̃I

k)Zk2k1 = SS




−ωAI
jXk2j + ωAI

jWk2j − φr
kZk1k2 = SS

ωAR
j Xk2j − ωAR

j Wk2j − φr
kZk1k2 = 0

(87)

Using the system of equations shown by equations (86) and (87) we can

constract a big system of equation in the form of

L.u = F

where L is a sparse large matrix (coefficient matrix), u is the unknown vector

including both real and imaginary parts of potentials and F is the source

vector.




Tij −ωµUij µWik1 0

ωµUij Tij 0 µWik1

0 −ω(Xk2j −Wk2j) −Zk2k1 0

ω(Xk2j −Wk2j) 0 0 −Zk2k1







Ar
j

AI
j

φr
k

φI
k




(88)

=




S

0

SS

0




Assuming that the surface term in equation (23) is zero the system of
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