Estimating daily climatological normals in a changing climate
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Introduction

Climatological normals are widely used baselines for the description and the characterisation of a given meteorological situation. The World Meteorological Organisation (WMO) standard recommends estimating climatological normals
as the average of observations over a 30-year period. This approach may lead to strongly biased normals in a changing climate. Here we propose a new method with which to estimate daily climatological normals in a non-stationary
climate. Our statistical framework relies on the assumption that the response to climate change is smooth over time, and on a decomposition of the response inspired by the pattern scaling assumption. Estimation is carried out using

smoothing splines techniques, with a careful examination of the selection of smoothing parameters. The new method is compared, in a predictive sense and in a perfect model framework, to previously proposed alternatives such as the
WMO standard (reset either on a decadal or annual basis), averages over shorter periods, and hinge fits.
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e Climate monitoring, e.g. qualify whether a year
or season is warmer or colder than expected.

e Hinge fit /
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Break-point model allowing for a trend in the estimation
1975 was an appropriate choice for the continental US3:°

Results on annual mean temperature(CNRM-C

Annual mean temperatures and estimated normals.

Hinge(D 4+ k) = Bo + B1l1975(D + k), (4) Temperature normals on an RCP8.5 scenario of the

where I(x) =0 if x < 1975 and I(x) =z — 1975 if x > 1975. CNRM-CM5 model.
The coeflicients B9 and 81 are estimated from the full
observational record available up to year D using simple
linear regression.

Again, this type of estimate could be updated each decade
or year in which case it will be referred to hinge fit reset.

e Producing climate change corrected times-series.

e Providing a refined description of on-going cli-
mate change with respect to the annual cycle, i.e.
beyond the annual mean warming.
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