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REEF3D : Open-Source Hydrodynamics

the weir and then generate a hydraulic jump (due to a lowering of the river bottom).

Watching with attention Fig. 4.34, it seems the velocities slightly increase over the

weir, without the hydraulic jump downstream the structure. Fig. 4.35 helps to

understand more in depth the hydrodynamic situation. The three-dimensional view

makes possible to focus on some details, in particular the water levels. After crossing

the weir, the water height does not lower and the free surface is flat.

Figure 4.34: Plan view of the whole river reach. In particular free surface with velocity
magnitude contours with a 909 m

3
/s water discharge.

Figure 4.35: Free surface seen from the upstream side with velocity magnitude con-
tours for the whole river reach with a 909 m

3
/s water discharge.

In order to make the situation clearer, Tab. 4.11 and Fig. 4.36 display the numer-

ical and graphical results obtained from the simulation in comparison with the field
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- Free Surface Flows 
- Wave Hydrodynamics 
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- Floating Structures 
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- Sediment Transport 

- Code written in C++ 
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REEF3D::CFD REEF3D::NSEWAVE

REEF3D::FNPF REEF3D::SFLOW
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Model Dimensions Turbulence Br. Waves

REEF3D : CFD 3D yes yes

REEF3D : NSEWAVE 3D yes no

REEF3D : FNPF 3D no no

REEF3D : SFLOW 2D yes no
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Motivation for Non-Hydrostatic SWE 
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Utvik [NVE, 2016]

Gudbrandsdal [NTB, 1995]

Longyearbyen

Motivation: 
- large length scales 
- extreme events: complex free surface 
- large bed gradients 
- sediment transport



SWE: why non-hydrostatic?
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Non-Hydrostatic 

Hydrostatic 

Waves: d = 0.5m; H = 0.05m; L = 4.0m  



SWE: why non-hydrostatic?
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[Haun]

Setup 
Q = 0.0257 m3/s 
hout = 0.1985 m 
b = 0.6 m 
BAbutment = 0.4 m  

Non-Hydrostatic 
free surface elevation

Hydrostatic 
free surface elevation



SWE: why non-hydrostatic?
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[Haun]

Setup 
Q = 0.0257 m3/s 
hout = 0.1985 m 
b = 0.6 m 
BAbutment = 0.4 m  

Non-Hydrostatic 
vertical velocity

Hydrostatic 
vertical velocity



Non-Hydrostatic Shallow Water Equations 
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W |
⇣

“ B⇣
Bt ` U |

⇣
¨ +⇣, (5)

W |´d
“ ´ U |´d

¨ +d . (6)

The shallowwater assumption, i.e. that the horizontal acceleration is much greater than the vertical acceleration,98

implies a hydrostatic pressure. In order to get a hydrodynamic pressure correction, the total pressure PT is assumed to99

consist of a hydrostatic part P and a hydrodynamic partQ . The pressure and its boundary condition at the free-surface100

is given by:101

PT “ P ` Q “ ⇢g p⇣ ´ zq ` Q , (7)

PT |
⇣

“ P |
⇣

“ Q |
⇣

“ 0. (8)

The velocities and the dynamic pressure are depth-averaged by integrating over the water depth:102

u “ pu,v q “ 1

h

ª
⇣

´d

U d z ; w “ 1

h

ª
⇣

´d

W d z ; q “ 1

h

ª
⇣

´d

Q d z (9)

In contrast to previousmodels [25], where the pressure is solved at the bottom, the proposedmodel consists of103

only depth-averaged quantities. A relation between the depth-averaged pressure q and the pressure at the bottom104

Q |´d
needs to be described in order to close the equations. If the linear pressure profile [17, 25] is assumed, then the105

pressure at the bottom is simply twice that of the depth-averaged pressure, as shown in Eqn. (10). Consequently, the106

governing equations with only depth-averaged variables are shown:107

Q |´d
“ 2q . (10)

B⇣
Bt ` Bhu

Bx ` Bhv
By “ 0, (11)

Bu
Bt ` u

Bu
Bx ` v

Bu
By “ ´g

B⇣
Bx ´ 1

⇢h

ˆ Bhq
Bx ´ 2q

Bd
Bx

˙
, (12)

Bv
Bt ` u

Bv
Bx ` v

Bv
By “ ´g

B⇣
By ´ 1

⇢h

ˆ Bhq
By ´ 2q

Bd
By

˙
, (13)

Bw
Bt ` u

Bw
Bx ` v

Bw
By “ ´2q

⇢h
. (14)

Jeschke et al. [22] challenges the linear assumption with a quadratic vertical pressure profile as shown in Eqn. (15).108

Following the quadratic assumption, the governing equations with depth-averaged variables become:109

Free Surface

Velocity, x-dir

Velocity, y-dir

vertical velocity

4 WANG ET AL.

Runge-Kutta scheme in temporal discretisation. Themodel also innovatively employs the relaxationmethod [1] for the78

wave generation and absorption. With amodel equippedwith advanced numerical methods, this paper presents, for79

the first time, the simulations of the non-linear long wave propagation over varying bathymetries using the quadratic80

pressure profile assumption. In these simulations, the equations with the depth-related terms are solved and the overall81

performance gain from the quadratic pressure profile is investigated comprehensively. Computational scalability up82

to multi-hundred cores is demonstratedwith the proposedmodel. An expanded validation process is then presented,83

including several well-known benchmark cases incorporating wave propagation over changing topographies andwave-84

structure interactions. Additionally, a large-scale coastal wave propagation over a natural topography is presented in85

order to demonstrate themodel’s capability for engineering applications.86

87

2 | NUMERICAL THEORY88

Themass andmomentum conservation for an incompressible inviscous flow gives the continuity equation and the Euler89

equations in three dimensions:90

BU
Bx ` BV

By ` BW
Bz “ 0, (1)

BU
Bt `U

BU
Bx `V

BU
By `W

BU
Bz “ ´ 1

⇢

BPT
Bx , (2)

BV
Bt `U

BV
Bx `V

BV
By `W

BV
Bz “ ´ 1

⇢

BPT
By , (3)

BW
Bt `U

BW
Bx `V

BW
By `W

BW
Bz “ ´ 1

⇢

BPT
Bz ´ g . (4)

whereU ,V andW are velocities in x, y and z directions, ⇢ is the constant density, PT represents the total pressure and g91

is the gravitational acceleration. Additional source terms such as bottom friction and turbulent stresses are omitted92

here but are straightforward to include if needed.93

94

The water depth h “ d ` ⇣ consists of two parts: the still water depth d and the free-surface elevation ⇣, as95

displayed in Fig. 1. Defining the horizontal velocity vector asU “ pU ,V q, then the kinematic boundary conditions at the96

free-surface and the bottom are:97

z
x,y

d

Linear
Bottom

Still water level

Quadratic

h=d+

F IGURE 1 Basic definitions in the shallowwater model: the water depth h, the still water depth d , the free-surface
elevation ⇣, the coordinates system and the schematics of the assumed linear pressure profile and quadratic pressure
profile

Linear Pressure



Solution of the Dynamic Pressure
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Q |´d
“ 3

2
q ` 1

4
⇢h�, (15)

� “ ´+d ¨ pBtu ` pu ¨ +quq ´ u ¨ +p+d q ¨ u. (16)

B⇣
Bt ` Bhu

Bx ` Bhv
By “ 0, (17)

Bu
Bt ` u

Bu
Bx ` v

Bu
By “ ´g

B⇣
Bx ´ 1

⇢h

ˆ Bhq
Bx ´

ˆ
3

2
q ` 1

4
⇢h�

˙ Bd
Bx

˙
, (18)

Bv
Bt ` u

Bv
Bx ` v

Bv
By “ ´g

B⇣
By ´ 1

⇢h

ˆ Bhq
By ´

ˆ
3

2
q ` 1

4
⇢h�

˙ Bd
By

˙
, (19)

Bw
Bt `u

Bw
Bx ` v

Bw
By “ ´ 1

⇢h

ˆ
3

2
q ` 1

4
⇢h�

˙
. (20)

The governing equations with the boundary conditions are solved on a structured staggered grid using a finite110

differencemethod (FDM). Chorin’s projectionmethod [34] is applied for the solution of the velocities. The 5t h -order111

conservative finite differenceWeighted-Essentially-Non-Oscillatory (WENO) scheme proposed by Jiang and Shu [35]112

is used for the discretisation of convective terms for the velocities u ,v andw . The Total-Variation-Diminishing (TVD)113

3r d -order Runge-Kutta explicit time scheme developed by Shu andOsher [36] is employed for time discretisation. It114

involves the calculation of the spatial derivatives and the dynamics pressure three times per time step. The information115

on pressure is solved from a Poisson equation:116

hp

⇢

ˆ B2
q

Bx2 ` B2
q

By 2

˙
` 2q

⇢hp

“ 1

BxBt

ˆ
´hp

ˆ Bu
Bx ` Bv

By

˙
´ 2w ´ u

Bd
Bx ´ v

Bd
By

˙
(21)

The parameter hp denotes the water level in the centre of the cell. In the staggered grid arrangement, this is where117

the dynamic pressure q , the vertical velocitiesw together with the free surface location ⇣ are solved. The horizontal118

velocities are solved at the faces of the cells. The high-performance solver library HYPRE [37] is employed to solve119

the Poisson pressure equation using the PFMG-preconditioned BiCGStab algorithm [38]. The dynamic pressure q is120

then used to correct the velocities in a correction step. The corrections of the velocities with the quadratic pressure121

assumption are shown here:122

123

u “ u
˚ ` d t

ˆ
3

2

q

⇢hp

Bd
Bx ` 1

4
�

Bd
Bx

˙
, (22)

v “ v
˚ ` d t

ˆ
3

2

q

⇢hp

Bd
By ` 1

4
�

Bd
By

˙
, (23)

w “ w
˚ ` d t

ˆ
3

2

q

⇢hp

` 1

4
�

˙
. (24)

where u˚,v˚,w˚ are intermediate-step velocities with only hydrostatic pressure.124

125

Ax = b

Poisson Eq. for dynamic pressure

continuity equation
system of linear Equations

hypre: 
geometric multigrid preconditioned 
conjugated gradient solver

Edinburgh Parallel Computing Centre 29

4  Regular Domain Decomposi-
tion

Many problems are based on taking a very large set of data, arranged in a regular grid
structure, and applying transformations to the data elements. When the data can be
split up into regular subgrids, and distributed over a set of processes, then the trans-
formations can be applied in parallel, allowing the problem to be solved in a smaller
time scale, or allowing much larger problems to be solved than could normally be
attempted.

4.1  Process Grids
The regular domain decomposition method is to take a large grid of data elements, split it
up into regular subgrids, and distribute these subgrids to separate processes where
they can be operated on.

The global data set is decomposed into separate sections, and each section is placed
under the control of a separate process as shown in Figure 14. The degree of decompo-
sition depends on the number of processes available.

 Figure 14:  An example of regular domain decomposition.

The aim is to ensure that the data is distributed as evenly as possible amongst all of
the processes. Each process is assigned its own section of the data --- its data block.

local data block

decomposition

process grid

global data  grid 

HPC: 
domain decomposed 
parallelization, MPI
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0.368 0.046 0.023 0.0115
Number of cells / processor (million)
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ee
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F IGURE 22 The performance of the parallel computation, shown as a relation between the speed-up factor in
reference to the single-processor simulation for 500 iterations versus the number of processors and the number of cells
per processor

5 | CONCLUSION373

The new shallowwater model REEF3D::SFLOWhas been presented in the paper. Themodel solves the depth-averaged374

shallowwater equations with non-hydrostatic extensions and the quadratic vertical pressure profile approximation375

[22]. Comparing to well-known Boussinesq-typemodels, which add higher order terms to express the hydrodynamic376

pressure and solves the hydrodynamic pressure explicitly, this model adds non-hydrostatic extensions to the shallow377

water equations and solves the hydrodynamic pressure implicitly. Hence, this approach tends to bemore stable through378

simpler numerics and semi-implicit calculations. Comparing with the multi-layer approach that uses vertical layers379

to represent dispersion and solves the pressure at the lower layer interface, the current model assumes a quadratic380

pressure profile approximation for a better representation of dispersion and always solves the depth-averaged pressure.381

The approach saves the additional computational costs from the increasing number of layers.382

383

Developed as part of the established numerical framework, advanced numerical methods are incorporated into384

the proposedmodel. Consequently, it is the first model with the quadratic pressure assumption that is equippedwith385

high-order schemes and fully paralleled computation. A relaxationmethod is used for the wave generation andwave386

absorption in a non-hydrostaticmodel, which is absent in the current literature. The approach proves to give high-quality387

waves with various wave types and no noticeable reflections are observed in the numerical wave tanks. The accuracy of388

the high-order scheme is confirmedwith 1D and 2Dwave propagation cases with a constant bathymetry. Themodel’s389

spatial discretisation error is found to be restricted to around 1% for most cases. The linear pressure assumption390

leads to a faster phase velocity than the theoretical calculation in general. It also causes a secondary wave during the391

solitary wave propagation. The quadratic pressure assumption improves the phase information for progressive waves392

significantly andmitigates the unrealistic free-surface disturbances. Moreover, the 2D large-scale simulation shows a393

near-linear scaling of computational speedwith increasing number of processors.394

395

The model is then validated with several benchmark cases. Here, the simulations of the non-linear long wave396

5.9 mil. cells (waves)



Spatial Discretization 
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observed. This is prevented by the free surface turbulence damping introduced by and Egorov
[10] through an additional source term in the !-equation.

Sn =

✓
6 B ⌫

� dx2

◆2

� dx � (�) (6)

where, model parameter B= 100.0, dx= grid size and � is the level set function. The source term
is activated around the interface by multiplying the Dirac delta function � (�) with the source
term:

� (�) =

(
1
2✏

�
1 + cos

�
⇧�
✏

��
if |�| < ✏

0 else
(7)

Pressure

The pressure gradient term in the RANS-equations is modeled with Chorin’s projection method
[6] for incompressible flow. Here the pressure gradient is removed form the momentum equa-
tions. Instead the updated velocity after each Euler step of the time discretization is the in-
termediate velocity U

⇤
i . Then the Poisson equation for pressures is formed by calculating the

divergence of the intermediate velocity field.

@

@xi

✓
1

⇢ (�n)

@P

@xi

◆
= � 1

�t

@U
⇤
i

@xi
(8)

The Poisson equation is solved using the fully parallelized Jacobi-preconditioned BiCGStab
algorithm [23]. The pressure is then used to correct the velocity field, making it divergence free.

Discretization of the Convective Terms

The convective terms of the RANS equations are discretized with the fifth-order WENO (weighted
essentially non-oscillatory) scheme by Jiang and Shu [15] in the conservative finite-difference
framework. The convection term is approximated in x-direction as follows:

U
@U

@x
⇡ 1

�x

⇣
Ũ i+1/2Ui+1/2 � Ũ i�1/2Ui�1/2

⌘
(9)

Here Ũ is the convection velocity, which is obtained at the cell faces through simple interpola-
tion. For the the cell face i+ 1/2, Ui+1/2 is reconstructed with the WENO procedure:

U
±
i+1/2 = !

±
1 U

1±
i+1/2 + !

±
2 U

2±
i+1/2 + !

±
3 U

3±
i+1/2 (10)

The ± sign indicates the upwind direction. U1, U2 and U
3 represent the three possible ENO

stencils. For upwind direction in the positive i-direction, they are:

U
1�
i+1/2 =

1

3
Ui�2 �

7

6
Ui�1 +

11

6
Ui,

U
2�
i+1/2 = �1

6
Ui�1 +

5

6
Ui +

1

3
Ui+1,

U
3�
i+1/2 =

1

3
Ui +

5

6
Ui+1 �

1

6
Ui+2

(11)

Convection Discretization: Conservative 5th-order WENO
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- can handle large gradient 
- high accuracy 
- maintains the sharpness of the extrema

Convective Terms: WENO

Weighted Essentially Non-Oscillatory Scheme (5th Order)

u±x = !±
1 u

1±
x + !±

2 u
2±
x + !±

3 u
3±
x

can handle very large gradients
high accuracy
maintains sharpness of the extrema

REEF3D : Open Source CFD 19
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GC

• Ghost cell immersed boundary 
• implicit enforcing of boundary conditions 
• no negative effect on numerical stability



Time Discretization
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The nonlinear weights !n are determined for each ENO stencil and calculated based on the
smoothness indicators IS. Large smoothness indicators indicate a non-smooth solution in the
particular ENO stencil. Accordingly, the non linear weights !n for this stencil will be small.
By assigning them the largest weights !n, the WENO scheme favors stencils with a smooth
solution. As a result the scheme can handle large gradients right up to the shock very accurately.
In the worst-case situation, where large gradients are present in all three stencils, the WENO
scheme will achieve a third-order of accuracy. In the areas where the solution is smooth, it
will deliver 5th-order accurate results. In comparison to popular high resolution schemes such
as MUSCL [24] or TVD [12] schemes, the WENO scheme does not smear out the solution.
Instead it maintains the sharpness of the extrema. The conservative WENO scheme is used to
treat the convective terms for the velocities Ui, while the Jacobi-Hamilton version is used for
the variables of the free surface and turbulence algorithms.

Time Advancement Scheme

For the time treatment a third-order accurate TVD Runge-Kutta scheme is employed, consisting
of three Euler steps [21].

�
(1) = �

n +�tL (�n)

�
(2) =

3

4
�
n +

1

4
�
(1) +

1

4
�L

�
�
(1)
�

�
n+1 =

1

3
�
n +

2

3
�
(2) +

2

3
�L

�
�
(2)
�

(12)

This scheme provides a high-order of temporal accuracy, and for Courant - Friedrichs - Lewy
(CFL) numbers below 1 it shows very good numerical stability through its Total Variation Di-
minishing (TVD) properties. Adaptive time stepping is used in order to control the CFL number.
The CFL coefficient is determined by the maximum ratios for the velocity Umax/dx, diffusion
�max/dx

2 and the maximum values for the source terms. For a RANS model, where the tur-
bulence magnitude is expressed through the eddy viscosity, the diffusion criterion can become
prohibitively restrictive. As a solution, the diffusion part of the RANS equation is treated im-
plicitly, thus removing it from the CFL criterion. The third-order accurate TVD Runge-Kutta
is used for all transport equations in the numerical wave tank with the exception of the turbu-
lence model. A special characteristic of two-equation turbulence models is that they are mostly
source term driven. In comparison, the convective and diffusive terms play only a minor role.
For explicit time discretization of the k and ! equations, the large source terms result in a sig-
nificantly smaller time step than for the velocities due to the CFL criterion. Instead of letting
the turbulence model determine the time step, its equations are discretized with a first-order
implicit Euler scheme.

Level Set Method

The location of the free water surface is represented implicitly by the zero level set of the smooth
signed distance function �(~x, t). The level set function gives the closest distance to the interface
and the two phases are distinguished by the change of the sign. This results in the following
properties:

3rd-order TVD Runge-Kutta:Time Discretization

2nd order Adams-Bashforth Scheme
3rd order TVD Runge-Kutta Scheme

Adaptive Time-Stepping (CFL1)

�t  2

 ⇣
|u|max

�x + V
⌘
+

r⇣
|u|max

�x + V
⌘2

+
4|g|g1
�x

!�1

with
V = max (⌫ + ⌫t) ·

✓
2

(�x)2
+

2

(�y)2
+

2

(�z)2

◆
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Adaptive Time-Stepping:

Removing viscous time step constraint: 
- implicit diffusion treatment



Sedimenttransport
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• Algorithmus 
• bed shear stress from flow 
• bedload, e.g. van Rijn 
• sandslide algorithm 
• decoupling of time scales 
• Exner-Equation: bed changes

(1� n)
@zb
@t

= �@qb,x
@x

� @qb,y
@z

� E +D

hole accurately. Slight di↵erence in scouring pattern downstream of the abutment is

noticed in the numerical model which shows an extended scour hole compared to the

experimental result which shows a uniform circular scour hole. This is because in the

experiments the bed topography outside the actual scour hole is not measured. It is

noticed that the improved resolution of the mesh improves the result as finer meshes

result in better discretization.

Figure 4.19: Abutment: 3D Model result under constant discharge showing free sur-
face and topography (REEF3D)

The performance of the k-! turbulence model is found to be better than k-✏ model.

This is due to the fact that the shear velocity based bed shear stress formulation is

used in the study that uses turbulent viscosity to predict the bed shear stress. Both

the models share the theoretical rationale of two-equation eddy-viscosity models, but

turbulent viscosity can be slightly over predicted in k-✏ model compared to k- model

which results in higher bed shear stress and hence, more erosion. A better perfor-

mance of the k-! model near the wall has been reported [28] earlier which is seconded

by the current study. The time discretization study reveals that higher order time

discretization results in better numerical solutions. It is found out that both the

57



Scour Around Arch Bridge
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Setup 
Q = 0.1243 m3/s 
hout = 0.252 m 
b = 1.48 m 
D50 = 0.86 mm 
Tsed = 14400 s 

Experiment 
 Martin-Vide and Prio 
JHR, 2005, “Backwater of arch 
bridges under free and submerged 
conditions” 



Sediment Transport in a Meandering Channel
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Setup 
Θ = 70° 
Q = 0.011 m3/s  
hav = 0.075 m 
b = 0.8 m 
D50 = 0.65 mm 
Tsed = 3600 s 

Experiment 
Ferreira da Silva and El-Tahawy 
Riverflow, 2006, “Location of hills 
and deeps in meandering streams: 
an experimental study ” 

[experimental data from Ferreira da 
Silva & El-Tahawy, Riverflow 2006]



Conclusions
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- new non-hydrostatic SWE-model 
- high-performance computing 
- high-order finite differences 

- sediment transport with free surface 
- more testing to be undertaken 
- continuous code development 

www.reef3d.com
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