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Motivation

Scientific softwares
solve complex scientific problems → IHMs

solve states (SWC) and fluxes (ET) in terrestrial compartments
computationally expensive

large domains → spatial high-resolution
long simulation periods → climatic simulations

issue: low emphasis on code quality [1]

Challenges

changes in computer architectures
more data availability

Productivity → Need of software refactoring!

[1] Heaton et al. (2015)



Aims

GEOtop model [2]: 20 years of development

scientific and applied problems
increased complexity [3]

GOAL: software reengineering and refactoring

robust and stable
easily usable for operational applications
optimized for modern architectures

[2] Rigon et al. (2006) [3] https://ideas-productivity.org/ideas-classic/how-to/



GEOtop model

The GEOtop model simulates

water flow in the soil → Richards’ eq (sub) + Kinematic eq (sur)
energy exchange with the atmosphere → full integration of equation

Water and energy budgets can be activated

one or the other → simplification
both them together → realistic

Two setup configurations

1D: only vertical fluxes → balances at local scale
3D: vertical and lateral fluxes → balances at basin scale



GEOtop packages

The core components of the package were presented in the 2.0 version [4]

written in C and released in 2014 as free open-source project

scientifically tested and published [5]

documented on GitHub repository

http://geotopmodel.github.io/geotop/

Scientific quality of the project but still missing
a modern software engineering approach!

[4] Endrizzi et al. (2014) [5] Kollet et al. (2016)

http://geotopmodel.github.io/geotop/


GEOtop 2.0: issues

Data Structures → Definition

Code repetitions → time consuming maintenance

Pointers of pointers → difficult debug

Data Structures → Allocation

Lower bound definition → confusing and error-prone

Allocation functions → not easily understandable



GEOtop 3.0: requirements

New version needed → GEOtop 3.0

Software engineering needs

scientific validated

collaboratively developed

easy to document with track
changes

modular and flexible

extensively tested

computationally efficient

Software productivity tools

pre/post processing for I/O preparation and
visualization

sensitivity analysis and calibration



GEOtop 3.0: modularity and flexibility

C++ programming language:

object-oriented approach (OOPS) [6]

presence of templates

simplicity of code translation

Objectives

uniform interface for data structure → understanding + optimization

code reusage → maintainance

memory management → avoiding memory leaks

[6] Stroustrup (2013)



GEOtop 3.0: modularity and flexibility

NEW Data Structures → Definition + Allocation



Testing: framework

To improve code reliability:

test correctness of new code → unit tests with google test [7]

access valid elements indexes → bound check with macros

same results of 2.0 → continuous integration with TravisCI [8]

[7] https://github.com/google/googletest [8] https://travis-ci.org/



Testing: examples

Test case Area [km2] Resolution [m] Cells Stations Time

1D WE [-] [-] 1 1 5 years
3D E 62 100 10 k 7 1 month

3D WE 2.5 20 17 k 4 1 week



Testing: hardware architectures

Local pc → profiling and testing

Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz

1 socket, 4 cores/socket, 2 threads/core

Memory: 6 MB Cache, 16 GB RAM

VSC-3 [9] → testing

Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz

2 sockets, 8 cores/socket, 2 threads/core

Memory: 20 MB Cache, 128 GB RAM

[9] http://www.vsc.ac.at/systems/vsc-3/



Testing: profiling

Profilers:

(1) Likwid-perfctr [10]: CPU cycles without execution + L2 cache misses

(2) Callgrind [11]: CPU cycles in each function

(3) Class Timer<T>: function calls + CPU time

-30% -20%

[10] https://github.com/RRZE-HPC/likwid [11] http://valgrind.org



Testing: profiling

CPU time: most expensive functions

water balance → B2 and Montacini (35% and 73%)

input reading → snow (42%)

CPU cycles: pow() → B2 and Montacini (50% and 31%)



Optimization strategy

Check: run time comparison between GEOtop 3.0 and to 2.0

Optimization

Maths optimization

OpenMP parallelization

integration with MeteoIO library



Math optimizations

The function pow(): very much used

pow(a,2) → #define pow 2(a)((a)(a))

applied a property of logarithms: ab = eb∗log(a)

Results: CPU time decrease for all test cases

-50% -40%



OpenMP parallelization

Parallelization of expensive functions:

processes → input reading (snow) + water balance (B2, Montacini)
used the same data → OpenMP (shared memory)

Results:

water balance: sub-linear speed up → threads competing for cores
input reading: no scaling → need better I/O!



MeteoIO library

C++ library to make data access easy and safe for simulations [12]

uniform interface to meteo data in the model

robust I/O, unobtrusive and simple for the user

filtering, resampling, spatial interpolation

[12] Bavay et al. (2014)



Conclusions and Outlook

GEOtop 3.0

Software engineering practices

collaboratively developed → community-based

easy to document with track changes → git versioning system [13]

modular and flexible → object oriented approach

extensively tested → unit + integration tests

computationally efficient → Maths + OpenMP

[13] https://git-scm.com/



Conclusions and Outlook

Learned lessons

importance of refactoring before optimization
optimization results depend on the type of test case

1D vs 3D
water vs energy

To do

Maths optimization → use libraries (BLAS [14], Eigen [15], ...)

OpenMP parallelization → computationally expensive functions

MeteoIO library → data filtering + interpolation

THANKS FOR YOUR TIME!
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