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An Auto -Local-Global Ensemble Correlation Model for 
Long-term Runoff Forecasting

Long-term high-precision runoff prediction is of considerablesignificance to the water

resourcesplanningandmanagementandbenefit to regionalsustainabledevelopment. With the

global climatechange,the watercycle is not only influencedby local meteorologicalelements

but alsoglobalclimatefactorsincreasingly. To screenout thesensitiveforecastingfactorsfrom

variouspotentialinfluencesboth in statisticalissuesandphysicalbodies,and to introducethe

appropriateregressionmethod,bothtraditionalregressionanddatamining arethechallenges.

Owing to the effect of climate change,the trend and periodic featuresof water cycle

elementssuch as precipitation and runoff have changedinconsistentwith historical series,

becomingnon-linear and non-stationaryvariables. The runoff is estimatedgenerallybasedon

local hydrological and/or meteorological variables, such as precipitation and potential

evapotranspiration(Archer and Fowler 2008, Singh and Sankarasubramanian2014).

Researchersalsopredictedthe runoff usingthe historical runoff by autoregressionrelationship

(Ghorbaniet al. 2016, Tan et al. 2018). However,either the historical runoff seriesor local

meteorologicaldata could not explain the non-linearity or non-stationarity. Many researches

proved that climate indicatorswere global-correlatedto hydrological variablesstrongly and

coherently,and climate signalscan improve the forecastskill of the model (Lee and Julien

2016). Thus,theinfluenceof climateindicatorscannotbeunderstated.

The pairwise combinationforecastingof the abovethree methodswere applied in runoff

predicting. However,runoff asa periodicnaturalevent,thehistoricalflow will affect the future

drainageobviously, and the autoregressionshould be consideredin the forecasting. Thus, a

principle of ALGEC was put forward, and the delay effect of predictorsin the lag of 0-11

monthsis considered,which is thefocusandinnovationof this paper. Additionally, considering

different key physicalmechanismsof runoff in different months,especiallyin the arid region,

we predicttherunoff monthby monthseparately.

1. Introduction 2. Study area and data

3. Methodology 4. Result and Discussion
4.1 Result and comparison

The monthly runoff seriesof CMB is forecastedby the ALGEC model with BP, SVM, and RF

algorithmsusing different prediction factor setsfor eachmonth, respectively. When establishingthe

model,k-fold cross-validationmethodis used,andthe modelperformswell whenk equalsto 5. Thus,

all samplesaredivided into threesetsrandomly,andeachtime,only onesetis selectedfor verification,

andtheothertwo for modeltraining. Themodelis trainedandvalidatedfor five times.

In general,RF looksbetterthanBP andSVM. Theresultssuggestthat thepredictionmodelshavea

goodsimulationon the whole,especiallyin winter (Dec. to Feb.) andautumn(Sept. to Nov.). In other

months,thesimulationhasa little worse.

For monthly forecasting,the resultsof thedry seasonarebetterandmoreaccuratethanthoseof thewet season,especially

May andJune. In May andearlyJune,theglacierbeginsto melt andtheagriculturebeginsto irrigate,causinga largeartificial

influence increasingthe uncertaintyand instability to the runoff. The runoff of July and August is mainly affectedby the

precipitation,andtherainfall bringsmoreuncertaintyto runoff. For thedry season,theuncertaintyof the runoff is low, so the

predictionaccuracyis high. In December,therunoff almostreducesto 0, sotheMAPE of runoff is large,sothe �� is lower than

othermonthsof dry season.

4.2   Performance of the integration index �†
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ShuleRiver Basin
�‡ length of 670 km

�‡ area of 39,497 km2

�‡ altitude from 932 - 5,791 m

�‡ annual precipitation is 30-60 mm

�‡ annual evaporation is 1,500-2,700 mm

�‡ Runoff replenishment

�‡ precipitation (39-55%)

�‡ shallow groundwater (19-29%)

�‡ glacial and snowmelt water (26-32%)

Monthly runoff data
�‡ Jan. 1955- Dec. 2017 

�‡ CMB station

�‡ Target & auto-correlation analysis

Local meteorological data
�‡ Jan. 1954- Dec. 2017

�‡ Guazhou(GZ), Tuole(TL), Yumenzhen

(YMZ), and Dunhuang (DH) station

�‡ Inputs &  local-correlation analysis

Global climate data
�‡ Jan. 1954- Dec. 2017

�‡ Climate indexes

�‡ Inputs &  global-correlation analysis

3.1  Machine Learning Model

3.2 Criteria of prediction accuracy

In this paper, correlation coefficient (R)

and meanabsolutepercentageerror (MAPE)

areusedto evaluatethemodelperformance.

whereOi is the measuredvalue and O�¶
ave

is theaverageof Oi; O�¶
i is thepredictedvalue

andO�¶
ave is theaverageof O�¶

i; subscript1 and

2 arethetrainingandvalidationset.

Fig. The schematic diagrams of BP (a), SVM (b), and RF (c)

TheR is ranged[-1,1] andMAPE is [0�È
�’��. Theperfectabsolutevalueof R is 1 and

of MAPE is 0, sotheoptimalvalueof �� is 1.

The closer the �� is to 1, the better the

modelpredicts.

In orderto judgethe performanceof the

model more conveniently and intuitively

when considering two or more indexes

comprehensively, an indicator �� is

constructedto convertthe objectivesto an

integrationindicator

Among the threealgorithms,BP hasthe lowest

accuracy, and RF has the highest. Although

machinelearning algorithms are good at solving

non-linear problems, they are deeply condition

depended. BP is good at big data problems,but

easyfalls into localoptimum. SVM is goodat high-

dimensionbut small-sampleproblem,so modeling

is simpleandfast. RF is simple,computesfast,has

stronggeneralizationability andhasadvantagesin

processing high-dimension data and feature-

missingdata.

2.1 Case area and data source 2.2 Ensemble and Screening Impact factors

4.3   Model generalization and improvement

�‡When R is closer to 1 and MAPE is closer 

to 0 �:�� �� is higher

�‡When R1 and R2 are both high �: MAPE1

and MAPE2 is low �: �� is high

�‡When R1 is constant: 

�‡larger R2 �:�� larger ��, better model

�‡The smaller the difference of R1 and 

R2 �:�� more stable and reliable the 

model

������Reasonable to judge the model prediction ability and stability quickly and quantitively instead of selecting the best model subjectively

R betweenq(t) and
�‡G-Ta or G-SHPO:

> 0.5 (high)

�‡T and P of TL and 

YMZ: >0.5 in 

some months 

(considerable)

�‡T andP of GZ and

DH: <0.4 (low)

q(t) of the dry season
�‡highly correlated with A-q(t-i) 
�‡R reaches 0.9 in Nov. & Dec.

q(t) of the wet season
�‡weakly affected by A-q(t-i)
�‡R=~0.5

�‡q(t) in the early months largely determines that in the 

later months, especially in months with low external 

replenishment

�‡q(t) has memory on the soil and groundwater storage 

�‡When the lagmin=0�:�� interpolation and extension of missed historical data

�‡ When the lagmin=i�Èi�•0�:�� leading time = i year

�‡For other bigger region, more data of different meteorological stations and global climate factors could be analyzed to choose 

the prediction factors. 

�‡Not enough discussion about the model performance and optimum effect of increasing the number of inputs 

�:�� the relationship of the model improvement and the computational time and resource consume could be studied

�‡ Furtherstudyfor thereasonsof thedifferenceof thepredictionfactorsof therunoff of eachmonthandthewholerunoff series


