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The philosophyof the EEF method [5] is rooted in using self-

information of a random variable, defined by Shannonôs

information theory [8] for selection,to provide direction in the

inherent randomnessof ensemblemodels which are createdby

bootstrapping. In this work, the focus is on selectingan ensemble

of trainingdatasetsbeforemodeltraining (Fig1).

Figure 1: How modified Bagging works?

Synthetic Data Simulation [5]:

We useartificial sinusoidalsignalthatwe corruptwith noisebefore

model training to examinethe modelôscapability to capturethe

essenceof the signal from the noisy signal. The noisy signal was

usedasan input in thebaggingprocedureto generatean ensemble

of input datasets,thechosenmembersby theEEFmethodareused

for training ANNôsand subsequentlygeneratingthe simulation

result for each member. The predictions were evaluated by

calculating root mean square error (RMSE) against the target

signal. To get insight in the trade-off betweenensemblesize (i.e.,

computationtime) andaccuracyin termsof RMSE,analysisof the

error gradientwith growing ensemblesize was conducted(Fig3).

In this analysis,the decreasein prediction error was compared

betweenusing the EEF method and conventionalbagging with

increasingensemblesize.

SeaSurfaceTemperatures(SST)Forecasts[6]:

The applicationof the EEF methodis evaluatedin neuralnetwork

modelingof El Nino-southernoscillation. The goal is to forecast

thefirst five principalcomponents(PCs)of seasurfacetemperature

monthly anomaly fields over tropical Pacific (Fig4), at different

lead times for the period 1979ï2017. The modelôsstructure

developedby Wu et al. [7] is adopted,where sealevel pressure

(SLP) field andSSTanomaliesover Tropical Pacific wereusedto

predict the five leading SST principal componentsat lead times

from 3 to 15 months. The EEF method (Fig2) is applied in

multiple linear regression(MLR) model and two neuralnetwork

models,one using Bayesianregularization(labeledas BNN) and

one Levenberg-Marquardtalgorithm (labeledas NN) for training,

andevaluatetheir performance. The conventionalbagginguses30

and12 (labeledwith no subscriptandrandsubscript,respectively)

ensemblemembersfor model training. In EEF method (labeled

with subscriptE), ensemblesize is reducedto be 40% of the

original one(Fig2).

Advancedcomputationalmethods,includingartificial neuralnetworks

(ANN), processinput datain the contextof previoustraining history

on a defined sampledatabaseto producerelevantoutput. To avoid

negativeeffectsof over-fitting, an ensembleof modelsis sometimes

used in prediction. Bagging (abbreviated from Bootstrap

AGGregatING) [1] developedfrom the idea of bootstrapping[2] in

statistics. Despite its common application, the bagging method is

consideredto becomputationallyexpensive,particularlywhenusedto

createnew training datasetsout of largevolumesof observations[3ï

4].

In this poster,we combinematerialsfrom theEntropyEnsembleFilter

(EEF) method[5] and its first real-world application[6] to highlight

the method'sadvantagesand limitations. Entropy can be defined as

uncertaintyof a randomvariableor, conversely,the information that

samplesof that randomvariableprovide. In this work, entropyis used

asa measureof informationcontentfor eachbootstrapresampleof the

dataset. The method selects high entropy bootstrap samples for

ensemblemodel training, aiming to maximizeinformationcontentin

the selected ensemble. We applied our proposed method on a

simulation of synthetic data with the ANN machine learning

technique. Also, its application is testedin forecastingthe tropical

Pacificseasurfacetemperatures(SST)anomaliesbasedon theneural-

networkforecastmodelproposedby Wu et al. [7].

Machine learning is the fast-growing branchof data-driven

models, and its main objective is to use computational

methodsto becomemore accuratein predicting outcomes

without being explicitly programmed. In this field, a way to

improve model predictions is to use a large collection of

models(calledensemble)insteadof a singleone. Eachmodel

is then trained on slightly different samplesof the original

data, and their predictions are averaged. This is called

bootstrapaggregating,or Bagging,and is widely applied. A

repeatedquestionin previousworks was: how to determine

the baggingensemblesizeof training datasetsfor tuning the

weight in machine learning? The computational cost of

ensemble-basedmethodsscaleswith thesizeof theensemble,

but excessivelyreducingthe ensemblesizecomesat the cost

of reducedpredictive performance. The choice of ensemble

sizewasoftendeterminedbasedon the sizeof input dataand

availablecomputationalpower,which canbecomea limiting

factor for largerdatasetsandcomplexmodelsôtraining. In this

research,it is our hypothesisthat if an ensembleof artificial

neuralnetworks(ANN) modelsor anyothermachinelearning

techniqueusesthe most informative ensemblemembersfor

training purpose rather than all bootstrappedensemble

members,it couldreducethecomputationaltime substantially

withoutnegativelyaffectingtheperformanceof simulation.
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Figure 2: The flowchart of Entropy Ensemble Filter (EEF) method applied in 

the study [6].
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1) The EEF methodôsidea of ranking and selecting the

informative ensemblecan lead to filter out outliers in

largeensemble.

2) TheEEFmethodcanbeusefulto meetthecomputational

power constraintsfor the continual arrival of new data,

that necessitatesfrequent model updating. This method

canmakeBaggingfeasiblefor big datasetsand complex

modeltraining.

3) For this particularcasewith smallensemble(30 samples),

however, the conventional Bagging draws random

ensemblethat closely resemblethe optimal ensemble

from the EEF method. Thus, the neural network model

with both baggingmethodsproducedequally successful

forecastswith thesamecomputationalefficiency.

Figure 6: Forecast performance (correlation) per pixel of the forecast 

reconstructed from 5 PCs at lead times of 3ï15. Top row: BNNE model, middle 

and bottom rows: comparison of performance of NNE and MLRE over BNNE [6].

Figure7: Weighted mean correlation and computational time for all models [6].

Figure 3: The error gradient analysis for sinusoidal signal and 1000 initial 

bootstrapped ensemble [5].

Figure 4: Spatial patterns of the first five PCA modes for the SST anomaly field [6].

Figure 5: Correlation skill of predictions of the five leading principal components of 

the SST fields at lead times from 3 to 15 months [6].
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