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Introduction ENSClus o “ PlotForecastPDF o

The availability of climate data has never been larger, This function, based on a clustering algorithm, takes N Statistical method for the spatialization and downscaling of This function plots one or several
as evidenced by the development of the Copernicus ensemble members from one (or more) forecasting precipitation in mountainous areas. This function performs probabilistic ensemble forecasts side
Climate Change Service. However, availability of system(s) and groups together those that show similar an interpolation and a statistical downscaling. A sub-grid by side. For each forecast, it displays
climate data does not automatically translate into  seasonal anomalies of a given variable (for example 2m air refinement is produced by combining local scale the ensemble members and a
usability and sophisticated post-processing is often temperature) over the Mediterranean region. The number processes causing orographic rainfall (analytical) and probability — distributon  function
required to turn these climate data into user-relevant of clusters and the variable can be selected by the user. large-scale precipitation component (from climate obtained from dressing the ensemble
climate information allowing them to develop and However, since the clustering is intended as a summary of models), in a spatial autoregressive framework. The members. The probabilities for the
implement strategies of adaptation to climate variability the ensemble information, the maximum number of relative contribution of local and large-scale sources is three tercile categories and the above

and to trigger decisions. Developed under the umbrella  clusters is supposed to be at least an order of magnitude adjusted with observations (Marson et al, in review) P10 and below P90 categories are
of the ERA4CS Medscope project by multiple gmaller than the ensemble size. Each cluster is . . also displayed. The observation can
European_ partners, here we _present a .R package represented by one of its members: the forecast closest to Winter storm in Central ltaly be added as well.
currently in development, which aims to provide tools t0  the centroid of the cluster. The representative members of il L NG . B P Seasonal forecasts for Janar 2015
exploit dynamical seasonal forecasts such as to provide the clusters are referred to as "Seasonal Forecast citeonats | [ leimeononts | [ Lestng
information relevant to public and private stakeholders at Scenarios". 5 e L
the seasonal timescale. This toolbox, called CSTools o 3 [ s
(short for Climate Service Tools), contains process-based V
methods for forecast calibration, bias correction, statistical . tF;rr(c):ﬁggmtym
and stochastic downscaling, optimal forecast combination ‘ Abovemrmal
and multivariate verification, as well as basic and P Clusters . 2 of canen ° \omal
. . Temperature anomaly (K) _— 3
advanced tools to obtain tailored products. S - -
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Fig 3: EnsClus has been applied here to the ECMWF seasonal fgfgg;r;;gefé;msatlé%) 5) of 2m temperature in the g " ' ’ & S ol
Mediterranean area relative to Summer 2017 (JJA). The 51 ensemble forecasts anomalies are grouped in 4 scenarios - g §g 0
and compared with the observed anomaly from ERA-Interim reanalysis (top left panel). The best representative m* P 5 w*
members of the 4 scenarios are shown on the right panels. The Taylor diagram in the bottom left panel shows the 2 o Q N % Ensemble
relative agreement between the forecasts and the observation: observation is shown in black and the ensemble D P D D members
members are plotted according to their standard deviation (radial axis) and correlation coefficient (polar axis). The
member performing better in foreseeing the observed anomaly pattern belongs to cluster 0. : 0
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- - Fig 7: Sub-grid refinement by combining local scale pr using orographic rainfall (analytical) and o Observation
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Coordinator 1Y X X X ]E:c?rn;rrlggitcl;)iceogIé)vf/:ﬁlssglti:ins;gi;]snﬁz:fez?urces is adjusted with observations. The approach may be used as kernel
Reviewer X X X This function calibrates the ensemble forecast by adjusting
Fig 15: Overview of the workflow to include a functionality considered by the project in the toolbox. the ensemble mean the tOtaI fOI’ecaSt Variance and the 2 e T il e
The deve'opment Strategy defines which are the required ensemble variance to obtain an accurate but also reliable BeSt NAO Welghtlng Pragtaat?ig)r’e(liqs)ity

Fig 11: PlotForecastPDF applied to three seasonal surface wind speed

roles and the tasks the partners should carry for a safe €nsemble. There is no Gaussian assumption underlying Fig 11 PloForecase oo seasona surace wing speed
. . . . : - - . : . . . . . . . orecasts. ac panel corresponds 10 a Imerent star ate. ac
development. For this project, a cloud service for Git this calibration and it preserves the spatio-temporal This function applies the statistical estimation theory to  ensembie member (yeliow circie) and the observation for that month

. . . . . o . . . . . (purple diamond) are drawn for each forecast. The probability of each
repositories has been used, which allows keeping track of correlation strug:ture of the ‘orlglnal ensemble forecast. obtain the best linear unbiased estimation of NAO. Two el is shown in diflsrent coored shadows: sbove normal (brown)
the code and documentation as well as the discussion at | __i| Fig 4: Forecast verification of the ECMWF IFs raw forecasts  (G@ussian  distributions, modelling the predicted winter  axs. The probabiities above 90th (below 10th) percentile are displayed

. T/I ;QH‘ " | (black lines) of the Nino 3.4 index, the drift-corrected . . with a red (blue) §t_nped background. An asterisk marks the tercile with

every step of the process between all the contributors. TR V. forecasts (green lines) and the ensemble—corrected forecasts ~ INAQ Pdf, are used as prior estimates. They represent the  the highest probabiity.

1 I 1 251‘0 I/i ; : (red lines). Left: Continuous ranked probability score (CRPS) : : :
Guidelines havg been prq\{lded to thg develope.rs to ¢ / s it lond 6, Tho o oream ot 106 e cained b ECMWF Systgm 5. after b|a§ correction and a skilful
ensure the quality, the usability and the interoperability of —*|/ ey ||/ —.— using four cltrations, one for each season, wnieme doted.— @mipirical relationship, respectively. Forecasted ECMWF ADAMONT

. . . . :::__:_o—-—o-‘”— g 0/7/. /.;f.’!:—-:"— Ines are obtained using one calibration, using all avallable . .

the functions. While the reviewer specially checks the =~ i =" data. Right RMSE (cicles) and ensemble standard  OYSt€m & members are then weighted according to the a

. e . . . 2 i s o ———— 1 deviati iang| i lead time. U i i | . . . . .
scientific performance of the functionality, the coordinator ' om0 ERRRE e e O o o s oo o pOSteriori NAO Gaussian pdf. The ADAMONT method is a quantile
assesses the global adequacy of the function in the o= Triom = Tmems OPTIIAL LINEAR ESTINATION O A0 (07 20121201 mapping method for statistical
CSTools package. T NG e adjustment of climate simulations

NAOa : N(mean=-2.09,sd=4.26)

uses analogs based on weather
regimes to provide sub-daily
disaggregation of data. It can be

= 1-ecmf_s5
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This function performs a quantile mapping based on a
RainFARM is a stochastic precipitation downscaling dynamical classification. Following a non-linear approach
method which produces, from large-scale spatio-temporal (Faranda et al, 2019), the function computes two
precipitation fields, ensembles of stochastic realizations at  dynamical properties (distance and persistence) of the

finer spatial resolution (typically 1 km), which preserve the underlying attractor (SLP/SST). Those proxies are then 5 : 5- 85-
Iarge-scale Stat|St|Ca| properues Of the Or|g|na| f|e|d and used to CIaSS|fy the data Tal terClleS OnCe the data |S Fig 8: Gaussian pdfs representing the forecasted NAO distribution for winter 2012-2013 by the bias corrected

type of models, such as hydrological

models.
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with realistic spatial correlation structures. It also corrects  classified, a simple quantile mapping approach is applied.
precipitation over complex orography using weights based | . 1. fuue shows an example of the e

on existing fine-scale precipitation climatology. (e Gmension and persisience) compue for [LRL

(local dimension and persistence) computed for

the observations of SST. Maps show the SST :
Precipitation 2010-08-17 ECMWF S5 original Precipitation 2010-08-17 ECMWF S5 downscaled anomalies in each of the four clusters: (1) high |~
. persistence (theta) associated to colder SST

50°50" (PR anomalies, (2) high local dimension (d) associated * 440+ 440
i ' to colder SST anomalies, (3) low persistence ; : : : : B ' B :
(theta) associated to warmer anomalies, and (4) _ o N o long long
low local dimension (d) associated to warmer Fig 9: Left: Original probability from ECMWF Seasonal Forecast System 5 that the total precipitation from November
anomalies. These four parameters in SST will be 2012 to March 2013 will be in the lower tercile. Right: Probability that the total precipitation from November 2012 to Atlantic Ridge NAQ -
used to classified the data and apply an empirical March 2013 will be in the lower tercile based on the best NAO pdf estimate. i 455-
v quantile map to the precipitation/temperature field
ol 45745y s associated. Thus, as has been demonstrated in ]
= Faranda et al 2019 the predictability (low local 480+ mmd » -
dimension) of the system increase with a warmer 6 3
ocean, a key information for seasonal forecast. 455- . j 455 . ]
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; : . s s i - s n regression to downscale - | N regimes for DJF 1992-2014. This highlights the interest of

bias-correcting seasonal predictions over the Euro-Mediterranean
10 region with a dependency on weather regimes as will be possible with
25 ADAMONT.
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Fig 1: Application of the RainFARM method to an event which occurred on 2010-08-17. On the left is the original This function calculates the anoma|y correlation coefficient maximum and minimum ol

ECMWEF System 5 precipitation forecast at 1° resolution and on the right is the precipitation downscaled to a target

resolution of 0.05°, using a fine-scale precipitation climatology for orographic correction. (ACC), the root mean square error (RMS) and the root temperatu re and ;i ‘-
Terzago, S., Palazzi, E., and von Hardenberg, J. (2018). Stochastic downscaling of precipitation in complex mean Sq uare error skill score (RMSSS) Of individual models pl’eCIpItathn It reqUireS

orography: a simple method to reproduce a realistic fine-scale climatology, Nat. Hazards Earth Syst. Sci., 18,

2825-2840, doi: https://doi.org/10.5194/nhess-18-2825-2018 and mulh_model ensemble foreCaStS It can aISO be used to hIStOFIC8| Observat|0ns
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identified the best model/forecast over a particular region, Pased on a new 5 km ‘g% il E
PIotMostLikerQuantiIe P as well as the particular level of skill over that region. resolution | gridded  "LRR O] R D' This function calculates the RMSE
e J31@SEL  COvVEriNg  the  figto-Bempe oo soaie fovbouton oL e somnsean?  from multiple variables at once. The

Fig 6: Spatial representation of the
highest correlation values for each
grid point obtained for three different

This function produces a map with the probability of the  modeis - Gloseas (viue) ECMWF 4|

System 5 (red) and Météo-France

most likely category (e.g. terciles) for a particular forecast.  system 5 (yelow) seasonal

forecasting systems as well as the

It also allows complementing this information with a skill  ensembe mean (MMM - grey)
. . VEersus a reference dataset.
metric to mask those regions where the forecasts are not

Whole |ber|an Pen|nSU|a upper-left panel), AEMET observational database (OBS, multivariate RMSE |S Computed as

upper-right panel), downscaling ERA Interim-based (lower-left

(Or Other reg|0ns)_ Ezz(e)g 161837?;3?2.bias (lower-right panel), averaged over the the mean Of eaCh Variab|e'S RMSE
scaled by its observed standard
deviation. The variables can also be
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The CSTools R package 1s on the CRAN repository:

Horizon 2020

30% for all five categories. The reference dataset is | e el ErE . European Union Funding tEurope.t I.n _thisd exa.rr;]E:Ie],c
ERA-Interim and the climatological period 1981-2015. SRR e Tl g N W e oy T . _ - — for Research & Innovation emperature IS assigned a weignt o
i e ] o o i Rl https://cran.r-project.org/package=CSTools e i ot

This poster can be downloaded at https://earth.bsc.es/wiki/doku.php?id=library:external:posters

Corresponding authors: @
louis-philippe.caron@bsc.es, nuria.perez@bsc.es L@-H




