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Big Data calls for...

«  Automation and Sustainable technologies * How to quickly deploy to the cloud or local cluster?

«  Scale computational and data infrastructures * How to manage software versioning?

» Support new methods for deriving scientific inferences * How to upgrade without complete shutdown?

+  Shift towards integrated data analytics  How to manage Operating cost?

* Apply computational and data science across the lifecycle « How to deploy a truly scalable solution within budget?

+ Scalable Data Management
*  Capture well-architected and curated data repositories | |1\ 40 o1 board and off-board data?
based on well-defined data/information architectures . o
» Architecting automated pipelines for data capture * How to manage job priority*
. Scalable Data Analytics » How to deliver a cloud-based solution without overwhelming
our users about the nuts and bolts of cloud?

* How to manage data priority?

* Access and integration of highly distributed,
heterogeneous data

* Novel statistical approaches for data integration and
fusion

+ Computation applied at the data sources

» Algorithms for identifying and extracting interesting
features and patterns

AdAAAAAA
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Space Administration

e ACF — Solution to our Big Earth Science Analytics Challenges

California Institute of Technology
Pasadena, California

*  Analytics Center Framework: an
environment for conducting a Ocean Science . Horkbeneh erprects
investigation 7

*  Enables the confluence of resources
for that investigation

e  Tailored to the individual study area =i
(physical ocean, sea level, etc.) Services and Vorkfions oo

«  Harmonizes data, tools and computational Scance Achives T | | [ ooy

(DAACs, : — : -
resources to permit the ocean research i |
=
magn Ganersson
e

Universities)
community to focus on the investigation

*  Scale computational and data infrastructures r1 s R e Sotonen. ==
»  Shift towards integrated data analytics . - s
*  Algorithms for identifying and extracting ScnceMsdels | DATA INFORMATION ANALYSIS

interesting features and patterns
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e NOt Just Open Source ... Professional Open Source!

California Institute of Technology
Pasadena, California

NASA SEA LEVEL PORTAL e Saces: Gicd 4 Seo Surt 3 HRSST) vs. &
Nasa import requests
ATA ANALY Dwemonbets PotType Lew & T Tow Mo import json
Suning Mean, | Pt Langeh (mansha) ) import time
LR ) e import nexuscli
Global Blended Sea Surface Temperature (GHRSST) & . from datetime import datetime
vs. Sea Surface Height (ECCO v4r3)

nexuscli.set target(”

17574677,

22560738)

ds = "RAPID_WSW)
start_time = dateumeq 997, 1, 1)

end‘t.me = datetime(1998, 12, 31, 23, 59, 59)
la_county_river data = list()

- Saa Surface Haght (ECCO v

MeuhuwN X
start = time.perf_counter()

lobal Blen face Tem " & 1
Global Blended Sea Surface Temperature (GHRSST) for river id in 1a_county river ids:

metadataFilter rivid i:()".format(river_id)
result = nexuscli. subsct(ds, Nome, start_time, end _time, None, metadataFilter)
1117 ’ la_county river data.append(result)
A L LA AR AL print(“Subsetting took {) Seconds-.format(tine.perf_counter() - start))

show_plot([(point.time for point in river] for river im la_county_river_data), # x
[ [point. vanable[ ariable’) for point in river) for river in la_county river da

y axis labe

Target set to htt o
Subsetting took 4. ll3320X03660226 uecondu

Rivers in
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enme Platform for Production-Quality Interactive Analytics

California Institute of Technology
Pasadena, California

NASA SEA LEVEL PORTAL B & i Verizon = 2:25PM T4 50%m )

DATA ANALYSIS TOOL 2.6
M

=e0Q |
Dlvergencsie: Molsture Transport - ASCAT (]

SSmmifday 8 Squash 1512 mmv/day

Color Table:

e of Molsture Trsnspon ASCAT ! Layer Info

DesassonData  PlotType: Lire 3 | Trend Type: )
g uning o Fier Longth renthe: 3 oo of e atosphreand M cvgenee e e e e < AP
- -1 LI ) Verslon: 1 3 © ¥ -
D|verqe||pe of Mu!slure T(anspnn - ASCAT & Description: Moisture transport integrated over depth of atm e and its divergence
I - {equivalent to evaporation - precipitation), morth y maps, 2007-2018, 0.5 degres, are
\ decived from ASCAT wind vector, tationary satellite cloud drift wind, and SSM/| «
> Siar 9007 - Dec3018 integrated water vagor. A
Start Date: 2007-03-01T00:00:00Z
End Date: 2016-12-31T00:00:00Z \ ®
Precessing Center: Je: Propulsion Laboratory, CA, USA ©
Archive Center: httos://airsea jpl.ness.gov/ b
Data Format: NetCOF =
Platform: rom ASCAT, SSM/1, goo L]
Campaign: Ueknowr
Viest Boundary: 0 0°
. 3 e North Boundary: 90.0°
k East Boundary: 359.5°
Divergence of Moisture Iransport = ASCAT South Boundary: -90.0°
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Soace Adminienation Federated Data /ﬁ\f]{ﬂl)/ti()fi

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

* Federated ACF instances to enable distributed
analytics without requiring massive data download and
transfer. Clients can be Jupyter Notebook, GIS Web

Applications, and Esri ArcGIS

el
'. ﬂ - APl T 7

ECCO
@AWS
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NASA Sea Level Change Portal GRACE | GRACE-FO
@AWS @AWS
REST API REST API L

e et e e e i

REST umn
API 1

EUMETSAT COVERAGE
REST API REST API @‘.NEkEO D.IAS
Copenicus Marine Data
Service
NASA PO.DAAC NASA COVERAGE
@JPL @AWS
Physical Oceanography Data NASA Marine Data Service

Service
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e INtErAct with Analytics Platform using any Programming Language

California Institute of Technology
Pasadena, California

IDL> spawn, 'curl

"https://oceanworks. jpl.nasa.gov/timeSeriesSpark?spark=mesos,16,32&ds=AVHRR OI L4

GHRSST NCEI&minLat=45&minLon=-150&maxLat=60&maxLon=-120&startTime=2008-09-
01T00:00:00Z&endTime=2015-10-01T23:59:592" -o json_dump. txt'

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed
0 0 0 0 0 0 0 0 ——t——:1-= ——i1—=:1-= ——:1-—:i1-- 0
0 0 0 0 0 0 0 0 -—:=—:-- 0:00:01 --:—-:-- 0
0 0 0 0 0 0 0 0 -—:——:-- 0:00:02 -—:——:-- 0
0 0 0 0 0 0 0 0 -—:——:-- 0:00:03 -—:——:-- 0
0 353k 0 0 0 0 0 0 -—:——:-- 0:00:03 -—:——:-- 0
72 353k 72 256k 0 0 52705 0 0:00:06 0:00:04 0:00:02 52702
100 353k 100 353k 0 0 69303 0 0:00:05 0:00:05 -—:——:-- 98883

IDL>

IDL> result = JSON PARSE( 'Jjson dump.txt',6 /toarray, /tostruct)

IDL> help, result

** Structure <1a2749c8>, 3 tags, length=62320, data length=62320, refs=1:

STATS STRING ' INULL'

META STRUCT -> <Anonymous> Array[l]

DATA STRUCT -> <Anonymous> Array[778]
IDL>

IDL> plot(result.data.time, result.data.mean, title='GHRSST L4 AVHRR OI SST.

2008 - Oct 2015. US West Coast Blob Area')
PLOT <29457>
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https://oceanworks.jpl.nasa.gov/timeSeriesSpark%3Fspark=mesos,16,32&ds=AVHRR_OI_L4_GHRSST_NCEI&minLat=45&minLon=-150&maxLat=60&maxLon=-120&startTime=2008-09-01T00:00:00Z&endTime=2015-10-01T23:59:59Z

@ e, EXamples of Distributed Analytic Centers

California Institute of Technology
Pasadena, California
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All done interactively using jupyter

Using the ECCQO’s SDAP and the Sea Level Change
Portal’'s SDAP

Use ECCOQO’s SDAP to compute time series for ECCQO’s
Surface Height Anomaly product

Use Sea Level Change Portal’s SDAP to compute time
series for MEaSUREs Sea Level Anomaly product

Plot the two time series using matplotlib

Sea Surface Height Anomalies
Lat: -8N to 8N, Lon: -125E to -76E

—— MEaSUREs
—— ECCOv4r4

1996 2000 2004 2008 2012 2016

meters

+ All done interactively using jupyter
* Using the ECCO’s SDAP and the GRACE Follow-On’s

SDAP

* Use ECCO’s SDAP to compute time series for ECCO’s

Ocean Bottom Pressure Anomaly product

* Use GRACE Follow-On’s SDAP to compute time series

for GRACE Follow-On’s Ocean Bottom Pressure
Anomaly product

* Plot the two time series using matplotlib

Ocean Bottom Pressure Anomalies (MSLE)
Lat: -8N to 8N, Lon: -125E to -76E

0.041 — GRACE-FO
—— ECCOv4r4
0.03
0.02
0.01
0.00
-0.01
-0.02

-0.03

1992 1996 2000 2004 2008 2012 2016

Zero Data Movement, Zero egress, All computed on distributed instances of SDAP on the Cloud
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e, 2NADLIING the Private Sector and its Community

California Institute of Technology
Pasadena, California

ArcGIS Pro

6

—>
P
U
: : 8 B
Geoprocessing Geoprocessing Geoprocessing L
Tool Catalog History |
S
H

ArcGIS

Enterprise

» Embrace open standards (ISO, OGC, etc.)
e » Open source = empowering organizations and community

Service + Example: Building open source bridge between Esri’'s ArcGIS
with Apache SDAP

* Allowing data center to use SDAP, which is free and

Apache SDAP OnEarth open source

* Allowing Esri user community to directly access and
analyze satellite observational data directly using Esri
applications without having to download massive
collection of data to their local computers

THUANG/JPL © 2020. All rights reserved. EGU General Assembly 2020



National Aeronautics and
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Connecting to ACF from Esri ArcGIS

ArcGIS Pro - nexus_toolbox

Analysis View

T import Map s Add Folder

&
*3 Connections + (] Task *

BEeEOC-@ ¢
Contents - & x| [ElMepx
Y | search »

Drawing Order
£ Map
|| Warld Topographic Map
] World Hillshade

| OnEarth Mapserver/WMS (Geograph

<

OnEarth Mapserver/WMS (Geograph

<

1:48272534

< — -
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Map Vector Tile Layer ? £ u] X
Edit Imagery Share Appearance & Notsignedin ~ [® A
; o S
I . o ln : B w0 Add +
Lz New
DarkMap  Light Map Paired Red Green |- Add
Notes Notes Map Notes Map Notes || 2 Import  jtem~

Layor Templates Styles  Favorites

Catalog v X
Project Portal Favorites History =
Search p

o Maps

4 & Toolboxes
b '-“'(n nexus_tool_old.tbx
4 &8 nexus_toolboxthx

% DailyDifferenceAverage

(= TimeAverageMap

= TimeSeriesTool
&l Databases
¢ Styles
0 Servers
4 i Folders
) nexus_toolbox

' Locators

ot m 56.0718558°W 66.1135292°N v (e Catalog Geoprocessing
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@ e DiStribUted Analytics Center Architecture

Jupyter Esri ArcGIS

+ Committee of Earth Observation Satellites (CEOS) 518 Web Aep.
Ocean Variables Enabling Research and ) -
Applications for GEO (COVERAGE) Initiative

+ Seeks to provide improved access to multi-agency
ocean remote sensing data that are better
integrated with in-situ and biological observations,
in support of oceanographic and decision support
applications for societal benefit.

* A community-support open specification with common
taxonomies, information model, and AP| (maybe
security)

* Putting value-added services next to the data to
eliminate unnecessary data movement

* Avoid data replication. Reduce unnecessary data
movement and egress charges

* Analytic engine infused and managed by the data
centers perhaps on the Cloud

* Researchers can perform multi-variable analysis using
any web-enabled devices without having to download

files
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@ ST 5 O\ERAGE — Phase B

California Institute of Technology

Pasadena, California

DY COPERNICUS

GIS Web App Jupyter Esri ArcGIS . WEkEO
' * Copernicus Data and Information Access
Services (DIAS)
1. Copernicus Data
2. Virtual Environment and Tools
3.  User Support
» Harmonized Data Access for Satellite data and
Services
» Virtualized infrastructure for personal
sandboxes
* Pre-configured tools
COVERAGE Phase B
+ Establish US Node on Amazon Cloud
« Establish EU Node on WEKEO at EUMETSAT

+ Establish COVERAGE data portal and analysis
tool powered by the COVERAGE Nodes at US

: and EU
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e, DIStributed Data Matchup Technology

California Institute of Technology
Pasadena, California

+  Typically data matching is done using one-off @ ® 4 ¥ MR B C »  Code $) |-
programs developed at multiple institutions satellite = []
. , in_situ = []
* A primary advantage of SDAP’s matchup for data in ts ['data’]:
H H : H H for matches in data ['matches’']:
service Is the redUCtlon in dupllcate satellite.append(data[ 'sea_water temperature'])
deve|opment and man hours required to match in_situ.append(matches['sea water temperature'])
satellite/in situ data show_plot(in_situ, satellite, secondary+' (c)', primary+' (c)')
. Removes the need for Sate”ite and in https://oceanworks. jpl.nasa.gov/match_spark?primary=AVHRR_OI_L4_ GHRSST_ NCEI&matchup=spurs&startTime=2013-10-01T00:00:
. . 00Z&endTime=2013-10-30T723:59:592&tt=86400&xrt=10000.0&b=-30,15,-45,30&platforms=1,2,3,4,5,6,7,8,9&parameter=sst&matchO
situ data to be collocated on a single ne=truesdepthMin=0sdepthMax=5

server It took: 2.746319055557251 sec

+  Systematically recreate matchups if
either in situ or satellite products are re-
processed (new versions), i.e., matchup
archives are always up-to-date.

*  Through the AIST Distributed Oceanographic
Matchup Service (DOMS), we established in
situ data nodes at JPL, NCAR, and FSU
operational.

+ Cloud-based data querying, subset, and
match-up services

28.0 1

27.5 1

N

N

(=]
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o
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N
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w

N

o

[
s
:

2501 @

25.0 255 26.0 26.5
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Software architecture that is sustainable needs to have generalized interface and information
model and extensible to address domain-specific specialization

_

Orchestrator

S3 Inputs

l"é']
Example: Multi-mission Data Management and Distribution Architecture Key/Value

» Parallel Map (a.k.a. Parmap) is a new addition to the Apache SDAP platform as an analytic engine
that is scalable for parallel analytics and climate model evaluation on cloud and HPC (Wilson and ~—
Jacob, 2019) E
+ Enable simple coding for computing analytics in parallel
+ Extends Apache SDAP with streamlined workflow optimized for data products on a regular
coordinated grid
* Operates on the original data granule files, so no data duplication is needed
* No persistent services required means it is easy to deploy
+ Simple to deploy since the MapReduce operations can execute over files or object store
* Plug-in architecture to support various parallel analytics infrastructure: Multicore (single node) |

PySparkling (pure Python, single node | Full Apache PySpark Cluster (multi-node) | Dask
Cluster (multi-node) | GPU | AWS Lambda (serverless)

THUANG/JPL © 2020. All rights reserved. EGU General Assembly 2020
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Further Processing




National Aeronautics and
Space Administration

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Automated, Container-based Deployment

DockerHub

Pull

|

® ECS
Bamboo E

TERRERE RN
fooaonoani
0000000 0N

b ooooaoaooun

[

NASA AIST Managed Cloud
Environment

NASA Next Generation Application Platform (NGAP)
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Managing Professional Open Source

Technology sharing through Free and Open Source Software
(FOSS)

Why? Further technology evolution that is restricted by projects / MEET OUR APACHECON
missions . o™
It is more than GitHub SPEAKE Rs LAS VEGAS + SEPTEMBER 9-12, 2019

*  Quarterly reporting
* Reports are open for community review by over 6000
committers

Apache Science Data
+ SDAP has a group of appointed international mentors

SDAP and many of its affiliated projects are now being Analyt|CS Platform
developed in the open 11:30 - 12:20 (S DA P)

» Support local cluster and cloud computing platform support

* Fully containerized using Docker and Kubernetes

* Infrastructure orchestration using Amazon CloudFormation

+ Satellite and model data analysis: time series, correlation
map,

* In situ data analysis and collocation with satellite
measurements

* Fast data subsetting

* Upload and execute custom parallel analytic algorithms

+ Data services integration architecture

* OpenSearch and dynamic metadata translation

* Mining of user interaction and data to enable discovery and

recommendations
THUANG/JPL © 2020. All rights reserved. EGU General Assembly 2020 16
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e BUIAING Community-Driven Open Data and Open Source Solutions

California Institute of Technology
Pasadena, California

* Deliver solutions to establish coherent
platform solutions

+ Embrace open source software o — : a SRS & ) b
. . . NASA Science o = ; Rl :
*  Community validation § —= — = D

» Evolve the technology through - I]'ata Science Showcase Posters

community contributions
* Share recipes and lessons learned T
+ Technology demonstrations

* Host webinars, hands-on cloud
analytics workshops and hackathons

Join the inaugural showcase of breakthrough, innovation, and game
changing activities in the rapidly evolving world of data science.

2019 Showcase Themes:
« Science Grand Challenges for Data Science
* Onboard Data Analytics and Autonomy
« Automating Mission Operations With Data Science
* Enabling Scientific Analysis With Data Science
* Engineering Applications of Data Science
* Cybersecurity Applications of Data Science
« Digital Transformation
« Institutional and Business Applications of Data Science
« Data Science Technologies
« Data Science Methodologies

Send the title, authors, theme and abstract for your poster to
data-science-wg@jpl.nasa.gov by February 8, 2019.

Inaugural Data Science Showcase
April 3rd, 2019

Meeting, Bloomington, IN 2019 JPL Data Science Showcase
THUANG/JPL © 2020. All rights reserved. EGU General Assembly 2020 18
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e, PArtNer with NASA and non-NASA Projects — Deliver to Production

California Institute of Technology
Pasadena, California

* The gap between visionary to pragmatists
is significant. — Geoffrey Moore

+ Become an expert in the production
environment and devote resources in
automations

* Give project engineering team early access to
the PaaS

* Deliver all technical documents and work with
project system engineering

* Provide project-focused trainings

B
=
%

- -
"°"“.~’
-

AR -
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rremmee, I SUMMAry

California Institute of Technology
Pasadena, California

*  You’ve got to think about big things while you’re doing small
things, so that all the small things go in the right direction —
Alvin Toffler

+ Climate research requires Autonomously Sustainable Solutions
* Focus on delivering professional quality open source solutions

* Enables end-to-end data and computation architecture, and the total
cost of ownership

« Start with system architecture aiming for simple interfaces and
information model

* From generalization to specialization

* Apache SDAP is a multi-cloud, multi-cluster, multi-data-center, and
multi-agency platform

* Open source should not be a destination, it should be in place from
the beginning

* How a technology is being managed will determine how far it can go
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