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  Radially and azimuthally anisotropic shear-wave velocity model 
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(http://faculty.epss.ucla.edu/~cbeghein)

radial (polarization) anisotropy:

azimuthal anisotropy:

VSH<VSV

  Introduction: origin and importance of seismic anisotropy

Seismic anisotropy results from the preferential alignment of anisotropic cristals (e.g. olivine) 
due to deformation (mantle flow). 

Important geodynamical implications in terms of past and present deformation and flow in the mantle. 

But: (1) anisotropic models are less robust and much more debated than their isotropic counterpart. 
(2) the geodynamical interpretation of seismic anisotropy is not straightforward.XXXXXXXX
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Pacific as reported by Ekström & Dziewonski (1998) and provides a new view of
the plume-asthenosphere interaction in terms of water transport. Owing to the high
temperature and high water content, asthenospheric materials after their interaction
with a plume have less water than the asthenospheric materials in the normal regions.

Gaherty (2001) reported seismological observations on the structure of the plume
root beneath Iceland. He reported evidence suggesting a transition from VSH > VSV

(in the shallow portions) to VSV > VSH (in the deeper portions) at around 100 km, and
interpreted these observations in terms of a change in flow geometry. However, the
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Figure 10
Diagrams illustrating the likely distribution of olivine fabrics in the upper mantle. The
orange-shaded regions beneath the mid-ocean ridge and the plume, and within the subduction
wedge, are the melting column where a significant amount of melting occurs. This column is
deeper for plumes because of the higher temperature and larger water content. (a) In a
conventional model of olivine LPO, LPO is A-type everywhere (except in some localized
regions where high-stress deformation occurs where the D-type fabric will develop). (b) In the
new model developed here, olivine LPO below the lithosphere has a rich variety reflecting the
variation in water content, temperature, and stress.
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Conventional model of olivine LPO 
(Karato et al., 2008)  

The geodynamical interpretation of seismic anisotropy is not straightforward…

  Seismic anisotropy and olivine lattice preferred orientation (LPO) - 1 Conventional model (Karato et al., 2008)

A-type:   VSH<VSV       VSH>VSV

(Mainprice et al., 2005)
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Table 2 Relation between olivine fabrics and seismic anisotropy corresponding to
various flow geometries

Shear wave splitting (direction of the polarization of the faster, vertically traveling
shear wave)

Fabric Horizontal flow Vertical planar flow
A-type Parallel to flow Small splitting
B-type Normal to flow Parallel to the plane
C-type Parallel to flow Normal to the plane
D-type Parallel to flow Small splitting
E-type Parallel to flow Small splitting
VSH/VSV anisotropy
Fabric Horizontal flow Vertical cylindrical flow
A-type VSH/VSV > 1 VSH/VSV < 1
B-type VSH/VSV > 1 VSH/VSV > 1 (weak)
C-type VSH/VSV < 1 VSH/VSV > 1 (weak)
D-type VSH/VSV > 1 VSH/VSV < 1
E-type VSH/VSV > 1 (weak) VSH/VSV < 1

the water content of mid-ocean ridge basalt and is ∼100 ± 50 ppm wt (∼1500 ±
800 ppm H/Si) (e.g., Hirschmann 2006). The inference of water content from elec-
trical conductivity measurements gives a somewhat smaller but similar value (Wang
et al. 2006). If these results and the inferred temperature (and pressure) of the as-
thenosphere are used, the olivine LPO in the asthenosphere (and deep upper mantle)
is likely E- or C-type, and likely not A-type. This conclusion is different from the
conventional view in which all observations of seismic anisotropy in the upper man-
tle are due to the A-type olivine fabric (e.g., Becker et al. 2003, Savage 1999). Note,
however, that the uncertainties in the water content estimated from a petrological
approach or from electrical conductivity are large (there is also an issue of water con-
tent calibration, which will affect the water content shown in Figures 4, 5, and 6). It
is not possible to predict from such methods whether E- or C-type fabric is present
in the oceanic asthenosphere. If one can infer the type of anisotropy in the oceanic
asthenosphere, then one would obtain a tighter constraint on the water content in
the asthenosphere.

The best method to address this question would be to examine the olivine fab-
ric from materials of (deep) asthenospheric origin. However, almost all peridotite
samples are from the lithosphere, and there is no report of olivine fabrics in an as-
thenospheric peridotite (at least from the deep asthenosphere before the depletion of
water by partial melting). An alternative approach is to investigate the details of the
seismological signature. The olivine C-type fabric shows VSV > VSH anisotropy for
horizontal shear (see Table 2) that is not consistent with the seismological observation
for the oceanic asthenosphere (e.g., Montagner & Tanimoto 1990, 1991). Therefore,
the real question is whether the oceanic asthenosphere has the olivine A- or E-type
fabric. At a qualitative level, olivine A- and E-type fabrics result in a similar seismolog-
ical signature (see Table 2): Both fabrics show the fast S-wave polarization direction
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Karato’s new model of olivine LPO 
(Karato et al., 2008)  

(Mainprice et al., 2005)

ANRV341-EA36-03 ARI 25 March 2008 0:52

Pacific as reported by Ekström & Dziewonski (1998) and provides a new view of
the plume-asthenosphere interaction in terms of water transport. Owing to the high
temperature and high water content, asthenospheric materials after their interaction
with a plume have less water than the asthenospheric materials in the normal regions.

Gaherty (2001) reported seismological observations on the structure of the plume
root beneath Iceland. He reported evidence suggesting a transition from VSH > VSV

(in the shallow portions) to VSV > VSH (in the deeper portions) at around 100 km, and
interpreted these observations in terms of a change in flow geometry. However, the
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Figure 10
Diagrams illustrating the likely distribution of olivine fabrics in the upper mantle. The
orange-shaded regions beneath the mid-ocean ridge and the plume, and within the subduction
wedge, are the melting column where a significant amount of melting occurs. This column is
deeper for plumes because of the higher temperature and larger water content. (a) In a
conventional model of olivine LPO, LPO is A-type everywhere (except in some localized
regions where high-stress deformation occurs where the D-type fabric will develop). (b) In the
new model developed here, olivine LPO below the lithosphere has a rich variety reflecting the
variation in water content, temperature, and stress.
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C-type:   VSH>VSV        VSH<VSV

E-type:   VSH<VSV        VSH>VSV

(e.g. Mainprice et al., 2005)

  Seismic anisotropy and olivine lattice preferred orientation (LPO) - 2 New model (Karato et al., 2008)

The geodynamical interpretation of seismic anisotropy is not straightforward…
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Table 2 Relation between olivine fabrics and seismic anisotropy corresponding to
various flow geometries

Shear wave splitting (direction of the polarization of the faster, vertically traveling
shear wave)

Fabric Horizontal flow Vertical planar flow
A-type Parallel to flow Small splitting
B-type Normal to flow Parallel to the plane
C-type Parallel to flow Normal to the plane
D-type Parallel to flow Small splitting
E-type Parallel to flow Small splitting
VSH/VSV anisotropy
Fabric Horizontal flow Vertical cylindrical flow
A-type VSH/VSV > 1 VSH/VSV < 1
B-type VSH/VSV > 1 VSH/VSV > 1 (weak)
C-type VSH/VSV < 1 VSH/VSV > 1 (weak)
D-type VSH/VSV > 1 VSH/VSV < 1
E-type VSH/VSV > 1 (weak) VSH/VSV < 1

the water content of mid-ocean ridge basalt and is ∼100 ± 50 ppm wt (∼1500 ±
800 ppm H/Si) (e.g., Hirschmann 2006). The inference of water content from elec-
trical conductivity measurements gives a somewhat smaller but similar value (Wang
et al. 2006). If these results and the inferred temperature (and pressure) of the as-
thenosphere are used, the olivine LPO in the asthenosphere (and deep upper mantle)
is likely E- or C-type, and likely not A-type. This conclusion is different from the
conventional view in which all observations of seismic anisotropy in the upper man-
tle are due to the A-type olivine fabric (e.g., Becker et al. 2003, Savage 1999). Note,
however, that the uncertainties in the water content estimated from a petrological
approach or from electrical conductivity are large (there is also an issue of water con-
tent calibration, which will affect the water content shown in Figures 4, 5, and 6). It
is not possible to predict from such methods whether E- or C-type fabric is present
in the oceanic asthenosphere. If one can infer the type of anisotropy in the oceanic
asthenosphere, then one would obtain a tighter constraint on the water content in
the asthenosphere.

The best method to address this question would be to examine the olivine fab-
ric from materials of (deep) asthenospheric origin. However, almost all peridotite
samples are from the lithosphere, and there is no report of olivine fabrics in an as-
thenospheric peridotite (at least from the deep asthenosphere before the depletion of
water by partial melting). An alternative approach is to investigate the details of the
seismological signature. The olivine C-type fabric shows VSV > VSH anisotropy for
horizontal shear (see Table 2) that is not consistent with the seismological observation
for the oceanic asthenosphere (e.g., Montagner & Tanimoto 1990, 1991). Therefore,
the real question is whether the oceanic asthenosphere has the olivine A- or E-type
fabric. At a qualitative level, olivine A- and E-type fabrics result in a similar seismolog-
ical signature (see Table 2): Both fabrics show the fast S-wave polarization direction

84 Karato et al.

A
nn

u.
 R

ev
. E

ar
th

 P
la

ne
t. 

Sc
i. 

20
08

.3
6:

59
-9

5.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

by
 U

ni
ve

rs
ity

 o
f M

as
sa

ch
us

et
ts

 - 
A

m
he

rs
t o

n 
10

/1
1/

12
. F

or
 p

er
so

na
l u

se
 o

nl
y.



After outlier analysis: 
- 24,802 events 
- 6,969 stations 
- 765,302 vertical-component seismograms (Rayleigh waves) 
- 243,736 transverse-component seismograms (Love waves) 
- periods from 10 to 400 s

 Our contribution: a new seismic model obtained by linearised waveform inversion of S and surface waves.

Large dataset of long-period, multicomponent waveform data.



  Methodology: waveform fitting
420 A. J. Schaeffer and S. Lebedev

Figure 1. Automated multimode waveform inversion example. (a) An earthquake on 1997 February 28 (43◦N, 148◦E, 37 km depth, moment Magnitude MW =
5.8) recorded on the vertical component at the broad-band station Talaya, Russia (TLY) of the Global Seismograph Network (GSN), operated IRIS/IDA; the
source-station distance is 3380 km. The approximate sensitivity area is shaded grey, with darker colours indicating greater sensitivity. (b) 11 closely spaced
Gaussian filters used in generating the different time–frequency windows. (c) The resulting waveforms (solid lines) are matched with synthetics (dashed lines)
in 18 different time–frequency windows simultaneously. The time windows are indicated by half-brackets, with the signal envelope shaded. The fundamental-
mode wave train is identified by vertical white bars at the maxima of the envelope. The initial fit is computed using our 3-D background model. (d) The misfit
is minimized through non-linear inversion for the sensitivity-volume average perturbations δβ(r ) and δα(r ). Energy in the synthetic is equalized with that of
the data in each window. All 18 selected time–frequency windows have final data-synthetic misfits less than 5 per cent. The average perturbations computed by
waveform inversion constrain the S- and P-velocity perturbations within the sensitivity area shown in (a), used in tomographic inversion. (e) Final data-synthetic
fit within a single, broad time–frequency window encompassing the entire frequency range of this waveform inversion. Arrival times of the S- and triplicated
multiple-S waves predicted by AK135 (Kennett et al. 1995) are indicated by grey shading. The same phases are also indicated above their frequency windows
in (d).

in the radiation pattern are more likely to contain relatively higher
proportions of scattered energy within that portion of the seismo-
gram, and should therefore be avoided. Prior to waveform fitting,
the frequency- and azimuth-dependent nodal radiation patterns are
computed for each seismogram. For each frequency, azimuth bands
in which the amplitude of the predicted pattern are less than half the
maximum across all azimuths at that frequency are determined, and
discarded. If the given source-receiver geometry does not fall in any
permitted azimuthal bands at any frequency, then that seismogram
is discarded.

The Gaussian filter windows (B, Figs 1 and 2) are initially defined
within the range selected by the frequency-dependent azimuthal
nodal radiation pattern, for each given seismogram. This may be
narrowed further through enforcement of the far-field and point-
source approximations.

The far-field approximation ensures sufficient source–receiver
distance to avoid complexities due to near-field wave propagation ef-
fects (e.g. evanescent waves); based on extrapolation from the work

of Pollitz (2001), two fundamental-mode wavelengths are sufficient.
The minimum frequency filter is then constructed such that the left-
most tail frequency corresponding to an amplitude of 0.3× the
filter central maximum contains exactly three fundamental-mode
wavelengths between the source and receiver. This ensures the filter
centre frequency (dominant frequency) contains more than three
wavelengths. Effectively, it is the path length that controls the min-
imum filter frequency: the longer the paths, the lower the minimum
frequency (i.e. the longer the maximum period) of the fundamental-
mode waveforms.

The validity of the point-source approximation is ensured by
setting a maximum frequency (minimum period) limit at 1/3τ ,
where τ is the earthquake source duration time, taken from Centroid
Moment Tensor (CMT) catalogues. (If the period of the wave is
comparable to the source duration time, then both its amplitude and
phase will be affected by unmodelled complexity of the source). As
a result, the earthquake magnitude controls, in part, the maximum
frequency of fitting: the larger the magnitude, the longer the source
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(Schaeffer and Lebedev, 2013)

Two-step partitioned inversion (Nolet, 1990) 

1. Non-linear waveform fitting  
    within the JWKB approximation 
    via Automated Multimode Inversion 
    (AMI, Lebedev et al., 2005) 

2. 3D linear tomography 
     (Lebedev and van der Hilst, 2008; 

  Schaeffer and Lebedev, 2013) 

Estimation of dVSH, dVSV, dVP perturbations  
with respect to a reference model, 
and of VSH and VSV azimuthal anisotropy 
(Smith & Dahlen, 1973; Montagner & Nataf, 1986) 
on a 350-km grid and 18 predefined depths. 
Regularisation (damping, horizontal and 
vertical smoothing) in terms of isotropic 
average perturbation and radial anisotropy: 

dVS0 = ( dVSH + dVSV ) / 2 

δ = VSH - VSV 

Reference model: modified AK135 + Crust2 
(Kennett et al., 1995; Bassin et al., 2000) 



(Schaeffer and Lebedev, 2013)

420 A. J. Schaeffer and S. Lebedev

Figure 1. Automated multimode waveform inversion example. (a) An earthquake on 1997 February 28 (43◦N, 148◦E, 37 km depth, moment Magnitude MW =
5.8) recorded on the vertical component at the broad-band station Talaya, Russia (TLY) of the Global Seismograph Network (GSN), operated IRIS/IDA; the
source-station distance is 3380 km. The approximate sensitivity area is shaded grey, with darker colours indicating greater sensitivity. (b) 11 closely spaced
Gaussian filters used in generating the different time–frequency windows. (c) The resulting waveforms (solid lines) are matched with synthetics (dashed lines)
in 18 different time–frequency windows simultaneously. The time windows are indicated by half-brackets, with the signal envelope shaded. The fundamental-
mode wave train is identified by vertical white bars at the maxima of the envelope. The initial fit is computed using our 3-D background model. (d) The misfit
is minimized through non-linear inversion for the sensitivity-volume average perturbations δβ(r ) and δα(r ). Energy in the synthetic is equalized with that of
the data in each window. All 18 selected time–frequency windows have final data-synthetic misfits less than 5 per cent. The average perturbations computed by
waveform inversion constrain the S- and P-velocity perturbations within the sensitivity area shown in (a), used in tomographic inversion. (e) Final data-synthetic
fit within a single, broad time–frequency window encompassing the entire frequency range of this waveform inversion. Arrival times of the S- and triplicated
multiple-S waves predicted by AK135 (Kennett et al. 1995) are indicated by grey shading. The same phases are also indicated above their frequency windows
in (d).

in the radiation pattern are more likely to contain relatively higher
proportions of scattered energy within that portion of the seismo-
gram, and should therefore be avoided. Prior to waveform fitting,
the frequency- and azimuth-dependent nodal radiation patterns are
computed for each seismogram. For each frequency, azimuth bands
in which the amplitude of the predicted pattern are less than half the
maximum across all azimuths at that frequency are determined, and
discarded. If the given source-receiver geometry does not fall in any
permitted azimuthal bands at any frequency, then that seismogram
is discarded.

The Gaussian filter windows (B, Figs 1 and 2) are initially defined
within the range selected by the frequency-dependent azimuthal
nodal radiation pattern, for each given seismogram. This may be
narrowed further through enforcement of the far-field and point-
source approximations.

The far-field approximation ensures sufficient source–receiver
distance to avoid complexities due to near-field wave propagation ef-
fects (e.g. evanescent waves); based on extrapolation from the work

of Pollitz (2001), two fundamental-mode wavelengths are sufficient.
The minimum frequency filter is then constructed such that the left-
most tail frequency corresponding to an amplitude of 0.3× the
filter central maximum contains exactly three fundamental-mode
wavelengths between the source and receiver. This ensures the filter
centre frequency (dominant frequency) contains more than three
wavelengths. Effectively, it is the path length that controls the min-
imum filter frequency: the longer the paths, the lower the minimum
frequency (i.e. the longer the maximum period) of the fundamental-
mode waveforms.

The validity of the point-source approximation is ensured by
setting a maximum frequency (minimum period) limit at 1/3τ ,
where τ is the earthquake source duration time, taken from Centroid
Moment Tensor (CMT) catalogues. (If the period of the wave is
comparable to the source duration time, then both its amplitude and
phase will be affected by unmodelled complexity of the source). As
a result, the earthquake magnitude controls, in part, the maximum
frequency of fitting: the larger the magnitude, the longer the source
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uncorrelated uncertainties !ηi which describe the 1-D average S-
and P-velocity perturbations within the sensitivity volume between
the source and receiver, relative to the 3-D reference model (crit-
ically we note this is different than generating a 1-D path-average
model). By combining together the equations obtained from all the
successfully fit seismograms, a large linear system is constructed,
from which the 3-D distribution of P, S and azimuthal anisotropy
perturbations, from the 3-D reference model, are solved for with
LSQR, subject to regularization and smoothing. The horizontal sen-
sitivity of each seismogram is given by the same kernel, K (θ,φ), as
in waveform fitting. The vertical structure of the kernels gi(r) dif-
fers for each seismogram. Only linear equations with corresponding
eigenvalues exceeding a pre-determined threshold are incorporated
into the inversion. On average, this results in ∼3.5 equations per
path, more if S waves or broader band fundamental modes are in-
cluded. Key elements of the inversion procedure are outlined in the
following sections; for further detail, we refer to Lebedev & van der
Hilst (2008).

2.3.1 Gridding

To build the linear system, we first generate two global, coregis-
tered triangular grids of knots, using the method of Wang & Dahlen
(1995a). The first is a dense integration grid with nominal interknot
spacing of ∼28 km (same as the reference model). The second grid,
with knot spacing of ∼280 km, is the model grid, on which per-
turbations of the isotropic-average shear and compressional speeds
and shear velocity anisotropy are expanded and solved for. By de-
sign, the knots of the model grid are co-located with knots of the
integration grid, enabling efficient transformations between the two.
Fig. 4(a) illustrates the locations of the integration (black dots and
yellow circles) and model (red and blue circles) grid nodes, and
their relative sensitivities (yellow and blue circles) for the path in
Fig. 1.

The same ‘shell’ of knots is used at all depths in the model.
Vertically, S-velocity perturbations are parametrized on 18 ‘stem’
nodes: 7, 20, 36, 56, 80, 110, 150, 200, 260, 330, 410-, 410+,
485, 585, 660-, 660+, 809 and 1007 km, whereas for P velocity
there are only 10 parameters: 7, 20, 36, 60, 90, 150, 240, 350,
485 and 585 km. Anomalies between the knots of this 3-D grid are
computed by trilinear interpolation. The ‘stem’ nodes are the same
as the vertices of the triangular basis functions hi(r) used in the
waveform inversion, prior to orthonormalization, as illustrated in
Fig. 4(b). The transition zone discontinuities at 410 and 660 km are
accommodated using pairs of half-triangles. The inclusion of the
shallowest nodes ensures that globally there is at least one model
node in the crust, and at times up to four. Therefore, perturbations
from CRUST2 are solved for directly in the inversion, which helps
to minimize the inaccuracies of CRUST2. As will be discussed in
Section 5, the resulting model contains strong deviations from the
crustal reference in many locations (e.g. across Tibet).

For a given seismogram fit by AMI, the sensitivity kernel K (θ, φ)
around the corresponding path is evaluated on the integration grid,
with the total weight for the ith knot being the product between
the sensitivity K(θ i, φi) and the area Ai(θ i, φi) [defined by the
hexagon (pentagon) that contains all points that are closer to this
grid knot than to any other]. The sensitivity areas K (θ, φ) are similar
to the ‘influence zone’ of Yoshizawa & Kennett (2002) and the
traveltime kernels of Zhou et al. (2005), essentially encompassing
the interior region bounded by the ‘π/2’ Fresnel zone, computed at a
single frequency in the middle of the fundamental-mode’s frequency

Figure 4. (a) Model and integration grids used in tomography shown by
red circles and black dots, respectively. The source-station path illustrated
is that from Fig. 1. Superimposed is the sensitivity area (kernel) κ(θ,φ)
from the source-station path illustrated in Fig. 1, represented by the yellow
(integration grid) and blue (model grid) circles. The circle sizes in the inte-
gration grid (yellow) scale with the weight of the knots in the sensitivity-area
integral, whereas in the model (blue) grid their size indicates the contribu-
tion of each knot in inversion, for that path. (b) Triangular vertical basis
functions used in parametrization for S- (left) and P velocity (right). Note
that the discontinues at 410 and 660 km in the S parameters (absent in P)
are generated using two half triangles, with one above and the other below
the discontinuity.

band. Weights are largest closest to the source and receiver; cross-
sections reveal that at any point along the path, weights decrease
with distance from the great-circle ray path, to a total width of ±δ,
where δ is the width of the ‘π/2’ Fresnel zone (yellow circles
in Fig. 4a). The sensitivity kernels for each seismogram are then
mapped onto the model grid through averaging of the integration
grid knots, with the resulting weights applied to the parameters for
that path in the inversion (blue circles in Fig. 4a).

2.3.2 Path weighting

The global distribution of seismometers and seismicity is not even,
with station locations biased to continental regions and oceanic
islands, and events clustering along plate boundaries. As a result,
most large seismic data sets contain some sampling bias. It is clear
from the stations and events shown in Fig. 5 that this is the case in
our data set. To reduce the effect of common or ‘bundled-rays,’ a
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uncorrelated uncertainties !ηi which describe the 1-D average S-
and P-velocity perturbations within the sensitivity volume between
the source and receiver, relative to the 3-D reference model (crit-
ically we note this is different than generating a 1-D path-average
model). By combining together the equations obtained from all the
successfully fit seismograms, a large linear system is constructed,
from which the 3-D distribution of P, S and azimuthal anisotropy
perturbations, from the 3-D reference model, are solved for with
LSQR, subject to regularization and smoothing. The horizontal sen-
sitivity of each seismogram is given by the same kernel, K (θ,φ), as
in waveform fitting. The vertical structure of the kernels gi(r) dif-
fers for each seismogram. Only linear equations with corresponding
eigenvalues exceeding a pre-determined threshold are incorporated
into the inversion. On average, this results in ∼3.5 equations per
path, more if S waves or broader band fundamental modes are in-
cluded. Key elements of the inversion procedure are outlined in the
following sections; for further detail, we refer to Lebedev & van der
Hilst (2008).

2.3.1 Gridding

To build the linear system, we first generate two global, coregis-
tered triangular grids of knots, using the method of Wang & Dahlen
(1995a). The first is a dense integration grid with nominal interknot
spacing of ∼28 km (same as the reference model). The second grid,
with knot spacing of ∼280 km, is the model grid, on which per-
turbations of the isotropic-average shear and compressional speeds
and shear velocity anisotropy are expanded and solved for. By de-
sign, the knots of the model grid are co-located with knots of the
integration grid, enabling efficient transformations between the two.
Fig. 4(a) illustrates the locations of the integration (black dots and
yellow circles) and model (red and blue circles) grid nodes, and
their relative sensitivities (yellow and blue circles) for the path in
Fig. 1.

The same ‘shell’ of knots is used at all depths in the model.
Vertically, S-velocity perturbations are parametrized on 18 ‘stem’
nodes: 7, 20, 36, 56, 80, 110, 150, 200, 260, 330, 410-, 410+,
485, 585, 660-, 660+, 809 and 1007 km, whereas for P velocity
there are only 10 parameters: 7, 20, 36, 60, 90, 150, 240, 350,
485 and 585 km. Anomalies between the knots of this 3-D grid are
computed by trilinear interpolation. The ‘stem’ nodes are the same
as the vertices of the triangular basis functions hi(r) used in the
waveform inversion, prior to orthonormalization, as illustrated in
Fig. 4(b). The transition zone discontinuities at 410 and 660 km are
accommodated using pairs of half-triangles. The inclusion of the
shallowest nodes ensures that globally there is at least one model
node in the crust, and at times up to four. Therefore, perturbations
from CRUST2 are solved for directly in the inversion, which helps
to minimize the inaccuracies of CRUST2. As will be discussed in
Section 5, the resulting model contains strong deviations from the
crustal reference in many locations (e.g. across Tibet).

For a given seismogram fit by AMI, the sensitivity kernel K (θ, φ)
around the corresponding path is evaluated on the integration grid,
with the total weight for the ith knot being the product between
the sensitivity K(θ i, φi) and the area Ai(θ i, φi) [defined by the
hexagon (pentagon) that contains all points that are closer to this
grid knot than to any other]. The sensitivity areas K (θ, φ) are similar
to the ‘influence zone’ of Yoshizawa & Kennett (2002) and the
traveltime kernels of Zhou et al. (2005), essentially encompassing
the interior region bounded by the ‘π/2’ Fresnel zone, computed at a
single frequency in the middle of the fundamental-mode’s frequency

Figure 4. (a) Model and integration grids used in tomography shown by
red circles and black dots, respectively. The source-station path illustrated
is that from Fig. 1. Superimposed is the sensitivity area (kernel) κ(θ,φ)
from the source-station path illustrated in Fig. 1, represented by the yellow
(integration grid) and blue (model grid) circles. The circle sizes in the inte-
gration grid (yellow) scale with the weight of the knots in the sensitivity-area
integral, whereas in the model (blue) grid their size indicates the contribu-
tion of each knot in inversion, for that path. (b) Triangular vertical basis
functions used in parametrization for S- (left) and P velocity (right). Note
that the discontinues at 410 and 660 km in the S parameters (absent in P)
are generated using two half triangles, with one above and the other below
the discontinuity.

band. Weights are largest closest to the source and receiver; cross-
sections reveal that at any point along the path, weights decrease
with distance from the great-circle ray path, to a total width of ±δ,
where δ is the width of the ‘π/2’ Fresnel zone (yellow circles
in Fig. 4a). The sensitivity kernels for each seismogram are then
mapped onto the model grid through averaging of the integration
grid knots, with the resulting weights applied to the parameters for
that path in the inversion (blue circles in Fig. 4a).

2.3.2 Path weighting

The global distribution of seismometers and seismicity is not even,
with station locations biased to continental regions and oceanic
islands, and events clustering along plate boundaries. As a result,
most large seismic data sets contain some sampling bias. It is clear
from the stations and events shown in Fig. 5 that this is the case in
our data set. To reduce the effect of common or ‘bundled-rays,’ a
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Two-step partitioned inversion (Nolet, 1990) 

1. Non-linear waveform fitting  
    within the JWKB approximation 
    via Automated Multimode Inversion 
    (AMI, Lebedev et al., 2005) 

2. 3D linear tomography 
     (Lebedev and van der Hilst, 2008; 

  Schaeffer and Lebedev, 2013) 

Estimation of dVSH, dVSV, dVP perturbations  
with respect to a reference model, 
and of VSH and VSV azimuthal anisotropy 
(Smith & Dahlen, 1973; Montagner & Nataf, 1986) 
on a 350-km grid and 18 predefined depths. 
Regularisation (damping, horizontal and 
vertical smoothing) in terms of isotropic 
average perturbation and radial anisotropy: 

dVS0 = ( dVSH + dVSV ) / 2 

δ = VSH - VSV 

Reference model: modified AK135 + Crust2 
(Kennett et al., 1995; Bassin et al., 2000) 

  Methodology: 3D tomography



Two-step partitioned inversion (Nolet, 1990) 

1. Non-linear waveform fitting  
    within the JWKB approximation 
    via Automated Multimode Inversion 
    (AMI, Lebedev et al., 2005) 

2. 3D linear tomography 
     (Lebedev and van der Hilst, 2008; 

  Schaeffer and Lebedev, 2013) 

Estimation of dVSH, dVSV, dVP perturbations  
with respect to a reference model, 
and of VSH and VSV azimuthal anisotropy 
(Smith & Dahlen, 1973; Montagner & Nataf, 1986) 
on a 350-km grid and 18 predefined depths. 
Regularisation (damping, horizontal and 
vertical smoothing) in terms of isotropic 
average perturbation and radial anisotropy: 

dVS0 = ( dVSH + dVSV ) / 2 

δ = VSH - VSV 

Reference model: modified AK135 + Crust2 
(Kennett et al., 1995; Bassin et al., 2000) 

  Methodology: outlier analysis

(Schaeffer and Lebedev, 2013)

420 A. J. Schaeffer and S. Lebedev

Figure 1. Automated multimode waveform inversion example. (a) An earthquake on 1997 February 28 (43◦N, 148◦E, 37 km depth, moment Magnitude MW =
5.8) recorded on the vertical component at the broad-band station Talaya, Russia (TLY) of the Global Seismograph Network (GSN), operated IRIS/IDA; the
source-station distance is 3380 km. The approximate sensitivity area is shaded grey, with darker colours indicating greater sensitivity. (b) 11 closely spaced
Gaussian filters used in generating the different time–frequency windows. (c) The resulting waveforms (solid lines) are matched with synthetics (dashed lines)
in 18 different time–frequency windows simultaneously. The time windows are indicated by half-brackets, with the signal envelope shaded. The fundamental-
mode wave train is identified by vertical white bars at the maxima of the envelope. The initial fit is computed using our 3-D background model. (d) The misfit
is minimized through non-linear inversion for the sensitivity-volume average perturbations δβ(r ) and δα(r ). Energy in the synthetic is equalized with that of
the data in each window. All 18 selected time–frequency windows have final data-synthetic misfits less than 5 per cent. The average perturbations computed by
waveform inversion constrain the S- and P-velocity perturbations within the sensitivity area shown in (a), used in tomographic inversion. (e) Final data-synthetic
fit within a single, broad time–frequency window encompassing the entire frequency range of this waveform inversion. Arrival times of the S- and triplicated
multiple-S waves predicted by AK135 (Kennett et al. 1995) are indicated by grey shading. The same phases are also indicated above their frequency windows
in (d).

in the radiation pattern are more likely to contain relatively higher
proportions of scattered energy within that portion of the seismo-
gram, and should therefore be avoided. Prior to waveform fitting,
the frequency- and azimuth-dependent nodal radiation patterns are
computed for each seismogram. For each frequency, azimuth bands
in which the amplitude of the predicted pattern are less than half the
maximum across all azimuths at that frequency are determined, and
discarded. If the given source-receiver geometry does not fall in any
permitted azimuthal bands at any frequency, then that seismogram
is discarded.

The Gaussian filter windows (B, Figs 1 and 2) are initially defined
within the range selected by the frequency-dependent azimuthal
nodal radiation pattern, for each given seismogram. This may be
narrowed further through enforcement of the far-field and point-
source approximations.

The far-field approximation ensures sufficient source–receiver
distance to avoid complexities due to near-field wave propagation ef-
fects (e.g. evanescent waves); based on extrapolation from the work

of Pollitz (2001), two fundamental-mode wavelengths are sufficient.
The minimum frequency filter is then constructed such that the left-
most tail frequency corresponding to an amplitude of 0.3× the
filter central maximum contains exactly three fundamental-mode
wavelengths between the source and receiver. This ensures the filter
centre frequency (dominant frequency) contains more than three
wavelengths. Effectively, it is the path length that controls the min-
imum filter frequency: the longer the paths, the lower the minimum
frequency (i.e. the longer the maximum period) of the fundamental-
mode waveforms.

The validity of the point-source approximation is ensured by
setting a maximum frequency (minimum period) limit at 1/3τ ,
where τ is the earthquake source duration time, taken from Centroid
Moment Tensor (CMT) catalogues. (If the period of the wave is
comparable to the source duration time, then both its amplitude and
phase will be affected by unmodelled complexity of the source). As
a result, the earthquake magnitude controls, in part, the maximum
frequency of fitting: the larger the magnitude, the longer the source
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and examination of the waveform fits was carried out on a sub-
set; however, this process is time-consuming and negates efficien-
cies gained by automation. To quantitatively assess the consistency
and relative quality of hundreds of thousands of waveform fits, we
perform an objective search for those equations which deviate sig-
nificantly, most commonly due to source mislocations, errors in
event origin times and source mechanisms, as well as station timing
errors.

The basic outlier analysis procedure utilizes an initial tomo-
graphic inversion for the model mi , from which synthetic coeffi-
cients (data, ds) are generated through the matrix multiplication
ds = Ami . Then, the distribution of data-synthetic misfits is anal-
ysed, and those equations that lie in the tails of the distribution,
well beyond the 2–3σ level (95–99 per cent), can be identified,
examined and possibly rejected. In practice, eliminating just 1–
2 per cent of outliers greatly improves the inversion convergence
and the resulting model. However, the massive size of our new data
set enables us to be more selective regarding which equations are
retained.

We have undertaken a rigorous, conservative outlier analysis pro-
cedure, to select only the most mutually consistent equations for
use in our final tomographic model. A series of smaller a poste-
riori outlier analyses were carried out. To identify the most con-
sistent equations, we used as a benchmark the data set of global
waveform fits from Lebedev & van der Hilst (2008). Subsets of
10–15 000 randomly selected seismograms from our data set were
inverted together with the 51 004 waveform fits of the benchmark
data set.

We elected to use this benchmarking method for several reasons.
First, the model of Lebedev & van der Hilst (2008) accurately re-
covers the major SV structure of the upper mantle and transition
zone. Secondly, it has been shown by Becker et al. (2012) that the
anisotropic component of this model correlates well with global
SKS splitting measurements, indicating that its accuracy extends
beyond the isotropic shear speed originally presented. Thirdly, sev-
eral passes of outlier analysis were carried out on the benchmark
data set, therefore its equations are highly mutually consistent. Fi-
nally, the use of such a benchmark inversion provides statistical
constraints on our new data set, steering convergence towards a
reasonable final model, while also leaving it the freedom to deviate
if required by the data. Most importantly, this eliminates the fits
affected by large errors in the data.

Fig. 6 provides an example of this procedure for one subset of
10 500 seismograms from stations of the Global Seismographic
Network (GSN). Data residuals (d − ds) are normalized by the
estimated uncertainty of each datum (Nolet 1990; Lebedev & van
der Hilst 2008). The misfits for the benchmark and new subset are
separated, and plotted in different colours. Only those seismograms
with corresponding misfits (blue points) inside the range of the
benchmark data set (green), indicated by the red dashed lines, are
retained. In this example, ∼2–3 per cent of blue equations have
residuals outside the accepted range; retaining only seismograms
whose equations are within the limits, we discard (in this case) ∼6–
9 per cent of the seismograms. For a subset containing noisier data
than that pictured here (e.g. some temporary and regional arrays), a
larger per cent of seismograms may be removed (up to 15 per cent).

After this first set of outlier removals is carried out, a second
pass is performed, where each reduced data set is reinverted. After
this second pass, there is much less scatter in residuals, and fewer
equations lie outside the misfit range defined by the benchmark.
This second pass may result in a further reductions of 1–3 per cent
of seismograms.

Figure 6. Example outlier analysis for a single data subset. Green represents
the 51 004 seismograms (153 509 equations) that constrained the global
model of Lebedev & van der Hilst (2008). Blue represents the subset of
10 500 GSN seismograms (∼30 200 equations) randomly selected from
data set B (Table A1). The outlier inversion is carried out on these 61 504
seismograms (∼184 000 equations). The top panel illustrates the ‘log’-
scaled histogram of the data-model residuals. The bottom panel illustrates
the raw residuals for each equation. It is clear the residuals from the data set
of Lebedev & van der Hilst (2008) are substantially smaller than those in the
subset, and restricted almost entirely to ±1 (range indicated by dashed red
lines). The data subset from our new set of waveforms fits exhibits a much
greater degree of scatter, and only those seismograms with misfits within
the dashed red lines are retained.

3 DATA A N D P RO C E S S I N G

3.1 Seismogram selection and preparation

Using our large new data set, we expect to improve resolution in
the upper mantle and transition zone using the structural constraints
extracted by AMI from surface, S, and multiple-S (up to at least S7)
waves over a broad range in periods spanning 11–450 s (note 11 s is
the global minimum, more significant contributions begin at 20 s).
We have assembled data from more than 120 international, national,
regional and temporary seismic networks available from Incorpo-
rated Research Institutions for Seismology (IRIS), GFZ-Potsdam
(GEOFON), Observatories and Research Facilities for European
Seismology (ORFEUS) and Canadian National Seismic Network
(CNSN) Data Centres; in total this includes data from more than
5000 stations.

 by guest on June 11, 2013
http://gji.oxfordjournals.org/

D
ow

nloaded from
 

180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚Depth: 110.0 km
(4.38 km/s)

± 7.99 % (-8.90 <--> 20.38)

N

S

0.0 0.8 1.6 2.4 3.2 4.0

%

Vs anisotropy Vs column sums

min max

Gridding Parameters:

Inversion Parameters:

ba3da
Model Grid:  350.0 km Int. Grid:  25.0 km RSmooth:  350.0 km
S Vertical Nodes:  18 P Vertical Nodes: 
Horizontal Nodes: 4002 Total Model Nodes: 216108

Recovered  927878 equations from 377640 paths
Matrix Dimensions:    927878 rows by    216108 cols

Number of Iterations:  10000       Selected Solution: 4500

Model Norm: 204.9232               Remaining Variance: 0.001687

Norm Damping (a,b,c,d):  9. 9. 9. ! norm damping parameters

c and d Damping (c,d):  20. 1. ! Vp-Vs difference damping (a,b)

Lateral Velocity Smoothing: 5. 1 3. ! lateral smoothing constraints [dVs]

Lateral Anisotropy Smoothing: 150. 1 6. ! lateral smoothing constraints [dAi]

Vertical Gradient Damping: 0. 0 0. ! lateral velocity gradient damping [dVs]

ba3da Running Time: 157.4 minutes
invA11 Running Time: 605.5 minutes

(3.40)

/home/lavouef/storage_atlas/01_AMI-TOMO/Global_Tomography_FL/10_Tomography/models/11_full-dataset_Love/01_TG_BA_T350.25_S350/Inv01_nd9-9-0_cd20-1_lvs5-1-3_las150-1-6_lvgd0_lagd0_vgd8-8/sliceH.solution04500

dpag1n.gmt -m -A 80 -D depth_file_all-vsat-ms.txt -f dvsd -T bry-bp4.cpt

Before outlier analysis



Two-step partitioned inversion (Nolet, 1990) 

1. Non-linear waveform fitting  
    within the JWKB approximation 
    via Automated Multimode Inversion 
    (AMI, Lebedev et al., 2005) 

2. 3D linear tomography 
     (Lebedev and van der Hilst, 2008; 

  Schaeffer and Lebedev, 2013) 

Estimation of dVSH, dVSV, dVP perturbations  
with respect to a reference model, 
and of VSH and VSV azimuthal anisotropy 
(Smith & Dahlen, 1973; Montagner & Nataf, 1986) 
on a 350-km grid and 18 predefined depths. 
Regularisation (damping, horizontal and 
vertical smoothing) in terms of isotropic 
average perturbation and radial anisotropy: 

dVS0 = ( dVSH + dVSV ) / 2 

δ = VSH - VSV 

Reference model: modified AK135 + Crust2 
(Kennett et al., 1995; Bassin et al., 2000) 

(Schaeffer and Lebedev, 2013)

420 A. J. Schaeffer and S. Lebedev

Figure 1. Automated multimode waveform inversion example. (a) An earthquake on 1997 February 28 (43◦N, 148◦E, 37 km depth, moment Magnitude MW =
5.8) recorded on the vertical component at the broad-band station Talaya, Russia (TLY) of the Global Seismograph Network (GSN), operated IRIS/IDA; the
source-station distance is 3380 km. The approximate sensitivity area is shaded grey, with darker colours indicating greater sensitivity. (b) 11 closely spaced
Gaussian filters used in generating the different time–frequency windows. (c) The resulting waveforms (solid lines) are matched with synthetics (dashed lines)
in 18 different time–frequency windows simultaneously. The time windows are indicated by half-brackets, with the signal envelope shaded. The fundamental-
mode wave train is identified by vertical white bars at the maxima of the envelope. The initial fit is computed using our 3-D background model. (d) The misfit
is minimized through non-linear inversion for the sensitivity-volume average perturbations δβ(r ) and δα(r ). Energy in the synthetic is equalized with that of
the data in each window. All 18 selected time–frequency windows have final data-synthetic misfits less than 5 per cent. The average perturbations computed by
waveform inversion constrain the S- and P-velocity perturbations within the sensitivity area shown in (a), used in tomographic inversion. (e) Final data-synthetic
fit within a single, broad time–frequency window encompassing the entire frequency range of this waveform inversion. Arrival times of the S- and triplicated
multiple-S waves predicted by AK135 (Kennett et al. 1995) are indicated by grey shading. The same phases are also indicated above their frequency windows
in (d).

in the radiation pattern are more likely to contain relatively higher
proportions of scattered energy within that portion of the seismo-
gram, and should therefore be avoided. Prior to waveform fitting,
the frequency- and azimuth-dependent nodal radiation patterns are
computed for each seismogram. For each frequency, azimuth bands
in which the amplitude of the predicted pattern are less than half the
maximum across all azimuths at that frequency are determined, and
discarded. If the given source-receiver geometry does not fall in any
permitted azimuthal bands at any frequency, then that seismogram
is discarded.

The Gaussian filter windows (B, Figs 1 and 2) are initially defined
within the range selected by the frequency-dependent azimuthal
nodal radiation pattern, for each given seismogram. This may be
narrowed further through enforcement of the far-field and point-
source approximations.

The far-field approximation ensures sufficient source–receiver
distance to avoid complexities due to near-field wave propagation ef-
fects (e.g. evanescent waves); based on extrapolation from the work

of Pollitz (2001), two fundamental-mode wavelengths are sufficient.
The minimum frequency filter is then constructed such that the left-
most tail frequency corresponding to an amplitude of 0.3× the
filter central maximum contains exactly three fundamental-mode
wavelengths between the source and receiver. This ensures the filter
centre frequency (dominant frequency) contains more than three
wavelengths. Effectively, it is the path length that controls the min-
imum filter frequency: the longer the paths, the lower the minimum
frequency (i.e. the longer the maximum period) of the fundamental-
mode waveforms.

The validity of the point-source approximation is ensured by
setting a maximum frequency (minimum period) limit at 1/3τ ,
where τ is the earthquake source duration time, taken from Centroid
Moment Tensor (CMT) catalogues. (If the period of the wave is
comparable to the source duration time, then both its amplitude and
phase will be affected by unmodelled complexity of the source). As
a result, the earthquake magnitude controls, in part, the maximum
frequency of fitting: the larger the magnitude, the longer the source
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Multimode upper-mantle tomography 425

and examination of the waveform fits was carried out on a sub-
set; however, this process is time-consuming and negates efficien-
cies gained by automation. To quantitatively assess the consistency
and relative quality of hundreds of thousands of waveform fits, we
perform an objective search for those equations which deviate sig-
nificantly, most commonly due to source mislocations, errors in
event origin times and source mechanisms, as well as station timing
errors.

The basic outlier analysis procedure utilizes an initial tomo-
graphic inversion for the model mi , from which synthetic coeffi-
cients (data, ds) are generated through the matrix multiplication
ds = Ami . Then, the distribution of data-synthetic misfits is anal-
ysed, and those equations that lie in the tails of the distribution,
well beyond the 2–3σ level (95–99 per cent), can be identified,
examined and possibly rejected. In practice, eliminating just 1–
2 per cent of outliers greatly improves the inversion convergence
and the resulting model. However, the massive size of our new data
set enables us to be more selective regarding which equations are
retained.

We have undertaken a rigorous, conservative outlier analysis pro-
cedure, to select only the most mutually consistent equations for
use in our final tomographic model. A series of smaller a poste-
riori outlier analyses were carried out. To identify the most con-
sistent equations, we used as a benchmark the data set of global
waveform fits from Lebedev & van der Hilst (2008). Subsets of
10–15 000 randomly selected seismograms from our data set were
inverted together with the 51 004 waveform fits of the benchmark
data set.

We elected to use this benchmarking method for several reasons.
First, the model of Lebedev & van der Hilst (2008) accurately re-
covers the major SV structure of the upper mantle and transition
zone. Secondly, it has been shown by Becker et al. (2012) that the
anisotropic component of this model correlates well with global
SKS splitting measurements, indicating that its accuracy extends
beyond the isotropic shear speed originally presented. Thirdly, sev-
eral passes of outlier analysis were carried out on the benchmark
data set, therefore its equations are highly mutually consistent. Fi-
nally, the use of such a benchmark inversion provides statistical
constraints on our new data set, steering convergence towards a
reasonable final model, while also leaving it the freedom to deviate
if required by the data. Most importantly, this eliminates the fits
affected by large errors in the data.

Fig. 6 provides an example of this procedure for one subset of
10 500 seismograms from stations of the Global Seismographic
Network (GSN). Data residuals (d − ds) are normalized by the
estimated uncertainty of each datum (Nolet 1990; Lebedev & van
der Hilst 2008). The misfits for the benchmark and new subset are
separated, and plotted in different colours. Only those seismograms
with corresponding misfits (blue points) inside the range of the
benchmark data set (green), indicated by the red dashed lines, are
retained. In this example, ∼2–3 per cent of blue equations have
residuals outside the accepted range; retaining only seismograms
whose equations are within the limits, we discard (in this case) ∼6–
9 per cent of the seismograms. For a subset containing noisier data
than that pictured here (e.g. some temporary and regional arrays), a
larger per cent of seismograms may be removed (up to 15 per cent).

After this first set of outlier removals is carried out, a second
pass is performed, where each reduced data set is reinverted. After
this second pass, there is much less scatter in residuals, and fewer
equations lie outside the misfit range defined by the benchmark.
This second pass may result in a further reductions of 1–3 per cent
of seismograms.

Figure 6. Example outlier analysis for a single data subset. Green represents
the 51 004 seismograms (153 509 equations) that constrained the global
model of Lebedev & van der Hilst (2008). Blue represents the subset of
10 500 GSN seismograms (∼30 200 equations) randomly selected from
data set B (Table A1). The outlier inversion is carried out on these 61 504
seismograms (∼184 000 equations). The top panel illustrates the ‘log’-
scaled histogram of the data-model residuals. The bottom panel illustrates
the raw residuals for each equation. It is clear the residuals from the data set
of Lebedev & van der Hilst (2008) are substantially smaller than those in the
subset, and restricted almost entirely to ±1 (range indicated by dashed red
lines). The data subset from our new set of waveforms fits exhibits a much
greater degree of scatter, and only those seismograms with misfits within
the dashed red lines are retained.

3 DATA A N D P RO C E S S I N G

3.1 Seismogram selection and preparation

Using our large new data set, we expect to improve resolution in
the upper mantle and transition zone using the structural constraints
extracted by AMI from surface, S, and multiple-S (up to at least S7)
waves over a broad range in periods spanning 11–450 s (note 11 s is
the global minimum, more significant contributions begin at 20 s).
We have assembled data from more than 120 international, national,
regional and temporary seismic networks available from Incorpo-
rated Research Institutions for Seismology (IRIS), GFZ-Potsdam
(GEOFON), Observatories and Research Facilities for European
Seismology (ORFEUS) and Canadian National Seismic Network
(CNSN) Data Centres; in total this includes data from more than
5000 stations.
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180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚Depth: 110.0 km
(4.38 km/s)

± 7.99 % (-7.38 <--> 13.71)

N

S

0.0 0.8 1.6 2.4 3.2 4.0

%

Vs anisotropy Vs column sums

min max

Gridding Parameters:

Inversion Parameters:

ba3da
Model Grid:  350.0 km Int. Grid:  25.0 km RSmooth:  350.0 km
S Vertical Nodes:  18 P Vertical Nodes: 
Horizontal Nodes: Total Model Nodes: 

Recovered  574836 equations from 243736 paths
Matrix Dimensions:    574836 rows by    216108 cols

Number of Iterations:  10000       Selected Solution: 1750

Model Norm: 179.3256               Remaining Variance: 0.027422

Norm Damping (a,b,c,d):  6. 6. 6. ! norm damping parameters

c and d Damping (c,d):  20. 1. ! Vp-Vs difference damping (a,b)

Lateral Velocity Smoothing: 3. 1 3. ! lateral smoothing constraints [dVs]

Lateral Anisotropy Smoothing: 100. 1 6. ! lateral smoothing constraints [dAi]

Vertical Gradient Damping: 0. 0 0. ! lateral velocity gradient damping [dVs]

ba3da Running Time: 89.9 minutes
invA11 Running Time: 202.7 minutes

(2.05)

/home/lavouef/storage_atlas/01_AMI-TOMO/Global_Tomography_FL/10_Tomography/models/11_full-dataset_Love/02_TG_BA_T350.25_S350_OutlAuto-Inv01-reject0.37_MakeOutlMan/02.5_TG_BA_T350.25_S350_OutlAuto-Inv01-reject0.37_OutlMan5-3a-iu.trqa-yr.abay/Inv03-outl-0.37_nd6-6-0_cd20-1_lvs3-1-3_las100-1-6_lvgd0_lagd0_vgd6-6/sliceH.solution01750

dpag1n.gmt -m -A 80 -D depth_file_all-vsat-ms.txt -f dvsd -T bry-bp4.cpt

After outlier analysis  Methodology: outlier analysis



180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚Depth: 110.0 km
(4.44 km/s)

± 7.90 % (-7.34 <--> 12.16)

N

S

0.00 0.78 1.56 2.34 3.12 3.90

%

Vsh 4-psi anisotropy Vsh column sums

min max

Gridding Parameters:

Inversion Parameters:

ba3da
Model Grid:  350.0 km Int. Grid:  25.0 km RSmooth:  350.0 km
S Vertical Nodes:  18 P Vertical Nodes:  10
Horizontal Nodes:  4002 Total Model Nodes: 472236

Recovered 2817393 equations from 1008952 paths
Matrix Dimensions:   2817393 rows by    472236 cols

Number of Iterations:  5000       Selected Solution:  1494
Model Norm:  270.4875               Remaining Variance:  0.000449

Norm Damping [1,nja]:  4.  8.  8.  8.  8.  8.  0.      
Vp-Vs Damping [a*(Vp-b*Vs)]:  10.  1.                        
Lateral Velocity Smoothing:  0.  0.    0  0.              
Lateral Anisotropy Smoothing:  200.  200.  1  6.        
Lateral Velocity Gradient Damping:  10.      40.  2  3.        
Lateral Anisotropy Gradient Damping:  0.  0.    0  0.              

Radial anisotropy regularisation:  4  (Vs0, delta)

Vertical Velocity Gradient Damping:  10.  10.                      
Vertical Anisotropy Gradient Damping:  10.  10.                      
Love vs. Rayleigh weighting:  auto  0,  manual  1. - 1.

ba3da Running Time: 450.6 minutes
invA11 Running Time:  minutes

(1.47)

/home/lavouef/storage_atlas/01_AMI-TOMO/Global_Tomography_FL/10_Tomography/models/13_full-dataset_Love-and-Rayleigh/12.5_ref-v1.3-iso_TG-BA-T350.25_Rayleigh-NC-Outl3_Love-OutlAuto-Inv01-reject-0.37_OutlMan5_ref-12.5-v0.0-Inv44.02b-iso/Inv444.02.01_nd4-8-8-8_cd10-1_lvs0_las200_lgd10-40-0-0_vgd10-10-10-10_ifradreg4_ifsc2_LRwgt0-1-1_optimal-medium-rough-try3/sliceH.solution01494

dpag1n.gmt -m -A 80 -D depth_file_all-vsat-ms.txt -f dvSHd

180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚Depth: 110.0 km
(4.44 km/s)

± 7.90 % (-7.34 <--> 12.16)

N

S

0.00 0.78 1.56 2.34 3.12 3.90

%

Vsh 4-psi anisotropy Vsh column sums

min max

Gridding Parameters:

Inversion Parameters:

ba3da
Model Grid:  350.0 km Int. Grid:  25.0 km RSmooth:  350.0 km
S Vertical Nodes:  18 P Vertical Nodes:  10
Horizontal Nodes:  4002 Total Model Nodes: 472236

Recovered 2817393 equations from 1008952 paths
Matrix Dimensions:   2817393 rows by    472236 cols

Number of Iterations:  5000       Selected Solution:  1494
Model Norm:  270.4875               Remaining Variance:  0.000449

Norm Damping [1,nja]:  4.  8.  8.  8.  8.  8.  0.      
Vp-Vs Damping [a*(Vp-b*Vs)]:  10.  1.                        
Lateral Velocity Smoothing:  0.  0.    0  0.              
Lateral Anisotropy Smoothing:  200.  200.  1  6.        
Lateral Velocity Gradient Damping:  10.      40.  2  3.        
Lateral Anisotropy Gradient Damping:  0.  0.    0  0.              

Radial anisotropy regularisation:  4  (Vs0, delta)

Vertical Velocity Gradient Damping:  10.  10.                      
Vertical Anisotropy Gradient Damping:  10.  10.                      
Love vs. Rayleigh weighting:  auto  0,  manual  1. - 1.

ba3da Running Time: 450.6 minutes
invA11 Running Time:  minutes

(1.47)

/home/lavouef/storage_atlas/01_AMI-TOMO/Global_Tomography_FL/10_Tomography/models/13_full-dataset_Love-and-Rayleigh/12.5_ref-v1.3-iso_TG-BA-T350.25_Rayleigh-NC-Outl3_Love-OutlAuto-Inv01-reject-0.37_OutlMan5_ref-12.5-v0.0-Inv44.02b-iso/Inv444.02.01_nd4-8-8-8_cd10-1_lvs0_las200_lgd10-40-0-0_vgd10-10-10-10_ifradreg4_ifsc2_LRwgt0-1-1_optimal-medium-rough-try3/sliceH.solution01494

dpag1n.gmt -m -A 80 -D depth_file_all-vsat-ms.txt -f dvSHd

180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚Depth: 110.0 km
(4.44 km/s)

± 7.90 % (-10.13 <--> 8.98)

N

S

0.00 0.78 1.56 2.34 3.12 3.90

%

Vsv 2-psi anisotropy Vsv column sums

min max

Gridding Parameters:

Inversion Parameters:

ba3da
Model Grid:  350.0 km Int. Grid:  25.0 km RSmooth:  350.0 km
S Vertical Nodes:  18 P Vertical Nodes:  10
Horizontal Nodes:  4002 Total Model Nodes: 472236

Recovered 2817393 equations from 1008952 paths
Matrix Dimensions:   2817393 rows by    472236 cols

Number of Iterations:  5000       Selected Solution:  1494
Model Norm:  270.4875               Remaining Variance:  0.000449

Norm Damping [1,nja]:  4.  8.  8.  8.  8.  8.  0.      
Vp-Vs Damping [a*(Vp-b*Vs)]:  10.  1.                        
Lateral Velocity Smoothing:  0.  0.    0  0.              
Lateral Anisotropy Smoothing:  200.  200.  1  6.        
Lateral Velocity Gradient Damping:  10.      40.  2  3.        
Lateral Anisotropy Gradient Damping:  0.  0.    0  0.              

Radial anisotropy regularisation:  4  (Vs0, delta)

Vertical Velocity Gradient Damping:  10.  10.                      
Vertical Anisotropy Gradient Damping:  10.  10.                      
Love vs. Rayleigh weighting:  auto  0,  manual  1. - 1.

ba3da Running Time: 450.6 minutes
invA11 Running Time:  minutes

(2.14)

/home/lavouef/storage_atlas/01_AMI-TOMO/Global_Tomography_FL/10_Tomography/models/13_full-dataset_Love-and-Rayleigh/12.5_ref-v1.3-iso_TG-BA-T350.25_Rayleigh-NC-Outl3_Love-OutlAuto-Inv01-reject-0.37_OutlMan5_ref-12.5-v0.0-Inv44.02b-iso/Inv444.02.01_nd4-8-8-8_cd10-1_lvs0_las200_lgd10-40-0-0_vgd10-10-10-10_ifradreg4_ifsc2_LRwgt0-1-1_optimal-medium-rough-try3/sliceH.solution01494

dpag1n.gmt -m -A 80 -D depth_file_all-vsat-ms.txt -f dvSVd

180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚180˚ 120˚W 60˚W 0˚ 60˚E 120˚E 180˚Depth: 110.0 km
(4.44 km/s)

± 7.90 % (-10.13 <--> 8.98)

N

S

0.00 0.78 1.56 2.34 3.12 3.90

%

Vsv 2-psi anisotropy Vsv column sums

min max

Gridding Parameters:

Inversion Parameters:

ba3da
Model Grid:  350.0 km Int. Grid:  25.0 km RSmooth:  350.0 km
S Vertical Nodes:  18 P Vertical Nodes:  10
Horizontal Nodes:  4002 Total Model Nodes: 472236

Recovered 2817393 equations from 1008952 paths
Matrix Dimensions:   2817393 rows by    472236 cols

Number of Iterations:  5000       Selected Solution:  1494
Model Norm:  270.4875               Remaining Variance:  0.000449

Norm Damping [1,nja]:  4.  8.  8.  8.  8.  8.  0.      
Vp-Vs Damping [a*(Vp-b*Vs)]:  10.  1.                        
Lateral Velocity Smoothing:  0.  0.    0  0.              
Lateral Anisotropy Smoothing:  200.  200.  1  6.        
Lateral Velocity Gradient Damping:  10.      40.  2  3.        
Lateral Anisotropy Gradient Damping:  0.  0.    0  0.              

Radial anisotropy regularisation:  4  (Vs0, delta)

Vertical Velocity Gradient Damping:  10.  10.                      
Vertical Anisotropy Gradient Damping:  10.  10.                      
Love vs. Rayleigh weighting:  auto  0,  manual  1. - 1.

ba3da Running Time: 450.6 minutes
invA11 Running Time:  minutes

(2.14)

/home/lavouef/storage_atlas/01_AMI-TOMO/Global_Tomography_FL/10_Tomography/models/13_full-dataset_Love-and-Rayleigh/12.5_ref-v1.3-iso_TG-BA-T350.25_Rayleigh-NC-Outl3_Love-OutlAuto-Inv01-reject-0.37_OutlMan5_ref-12.5-v0.0-Inv44.02b-iso/Inv444.02.01_nd4-8-8-8_cd10-1_lvs0_las200_lgd10-40-0-0_vgd10-10-10-10_ifradreg4_ifsc2_LRwgt0-1-1_optimal-medium-rough-try3/sliceH.solution01494

dpag1n.gmt -m -A 80 -D depth_file_all-vsat-ms.txt -f dvSVd

(Schaeffer et al., 2016)

(Vref = 4.38 km/s)
Results at 110 km

dVSH = VSH - Vref dVSV = VSV - Vref



  Radially-anisotropic model 
(VS0, δ)  at 36 km depth 

(template for next slides)

Anisotropy 
(VSH - VSV)

(-avg δravg.36km = 0.94%)(Vref = 4.32 km/s at 36 km depth)

Isotropic average 
perturbation 

(dVS0)

Full, relative, radial anisotropy (in %): 
δr = (VSH - VSV)/Vref

Anisotropy variations wrt depth average: δr - δravg.36km



  VS0, δ  at 36 km

Anisotropy 
(VSH - VSV)

(-avg 0.94%)(Vref = 4.32 km/s)

Isotropic average 
(dVS0)

Note the difference in anisotropy 
between oceans and continents. 



  VS0, δ  at 56 km

Anisotropy 
(VSH - VSV)

(-avg 0.94%)(Vref = 4.32 km/s)

Isotropic average 
(dVS0)

Note the difference in anisotropy 
between oceans and continents, 

and the strong positive anomalies under thick orogens. 



  VS0, δ  at 80 km

Anisotropy 
(VSH - VSV)

(-avg 2.6%)(Vref = 4.43 km/s)

Isotropic average 
(dVS0)

Global trend to positive anisotropy (VSH > VSV), 
consistent with horizontal shear under the lithosphere.



  VS0, δ  at 110 km

Anisotropy 
(VSH - VSV)

(-avg 2.9%)(Vref = 4.44 km/s)

Isotropic average 
(dVS0)

Global trend to positive anisotropy (VSH > VSV), 
consistent with horizontal shear under the lithosphere, 

especially under (some) subducting plates (Nazca, Philippines).



  VS0, δ  at 150 km

Anisotropy 
(VSH - VSV)

(-avg 2.4%)(Vref = 4.44 km/s)

Isotropic average 
(dVS0)

Global trend to positive anisotropy (VSH > VSV), 
consistent with horizontal shear under the lithosphere, 

especially under (some) subducting plates (Nazca, Philippines).



  VS0, δ  at 200 km

Anisotropy 
(VSH - VSV)

(-avg 0.76%)(Vref = 4.47 km/s)

Isotropic average 
(dVS0)

Negative anisotropy (VSH < VSV) under mid-ocean ridges.



  VS0, δ  at 260 km

Anisotropy 
(VSH - VSV)

(-avg -0.81%)(Vref = 4.60 km/s)

Isotropic average 
(dVS0)

Negative anisotropy (VSH < VSV) under mid-ocean ridges, 
subductions, and backarcs.



  VS0, δ  at 330 km Isotropic average 
(dVS0)

Anisotropy 
(VSH - VSV)

(-avg -1.66%)(Vref = 4.71 km/s)

Global trend to negative anisotropy (VSH < VSV), 
except under (some) cratons.



What should we think about this model? 
Let’s compare it with other models from the literature.



  Model comparison at 110 km: isotropic average

There is a general agreement about large-scale isotropic structures, suggesting they are now robust and well-known. 
Most differences are small-scale discrepancies due to regularisation choices (smoothing), which we will not detail here.



  Model comparison at 56 km: anisotropy

Much poorer agreement on anisotropic structures… 
But several models seem to agree on the ocean-continent difference at shallow depths (BM12UM, SGLOBE-rani).



  Model comparison at 80 km: anisotropy

All models agree on a global trend to positive anisotropy between 80 and 150 km depth, 
but the location of the strongest positive anomalies vary between models.



  Model comparison at 110 km: anisotropy

All models agree on a global trend to positive anisotropy between 80 and 150 km depth, 
but the location of the strongest positive anomalies vary between models.



  Model comparison at 150 km: anisotropy

Most models present less positive to slightly negative anisotropy under mid-ocean ridges, especially the EPR, as well as 
under subduction and backarc regions (Western US, Eastern Asia, Sunda plate).



  Model comparison at 200 km: anisotropy

Most models present less positive to slightly negative anisotropy under mid-ocean ridges, especially the EPR, as well as 
under subduction and backarc regions (Western US, Eastern Asia, Sunda plate).



  Model comparison at 260 km: anisotropy

Other models do not agree with our global trend to negative anisotropy between 260 and 410 km depth.



  Model comparison at 330 km: anisotropy

Other models do not agree with our global trend to negative anisotropy between 260 and 410 km depth.



  Model comparison at 330 km: anisotropy

a sign change in the average anisotropy from positive (VSHNVSV) to
negative (VSVNVSH) anisotropy, which was also observed by Mon-
tagner and Kennett (1996), Beghein et al. (2006), Zhou et al. (2006),
although Beghein et al. (2006) concluded that it is not significant due
to the large uncertainties in their linearized inversion. We find
significant (95% confidence or larger than two standard deviations)
negative average anisotropy from 220 km down to the transition zone.
The change in the sign of anisotropy could indicate a change from
predominantly horizontal flow in the lithosphere and asthenosphere
to predominantly vertical flow in the deeper mantle assuming that
anisotropy is caused by the lattice preferred orientation of intrinsically
anisotropic mantle minerals by finite strain due to mantle flow.
Although the presence of water could significantly complicate this
simple view (Jung and Karato, 2001). The peak in negative anisotropy
around 300 kmwas also observed by Zhou et al. (2006), although this
study only used fundamental mode data and the resolution should
therefore not extend much beyond a depth of 400 km. The significant
negative anisotropy continues through the transition zone which
disagrees with Montagner and Kennett (1996) who found positive
anisotropy in the transition zone. In the lower mantle (down to
1500 km), we find no significant average anisotropy in agreement
with previous studies.

5. How probable is laterally varying anisotropy?

Our individual posterior probability density functions for ξ are
clearly skewed (Fig. 7 ), which makes it difficult to represent them by a

Fig. 8. Spherically averaged anisotropy. Also indicated are the 95% confidence levels (two
standard deviations) and the anisotropic PREMmodel (Dziewonski andAnderson,1981).

Fig. 9. Maps of probability of anisotropy (VSHNVSV).
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Visser et al. (2008)

Surprisingly, this negative trend is in better agreement with earlier models (e.g. Visser et al., 2008 [shown here], Montagner et al., 
1998; Zhou et al., 2006; Nettles & Dziewonski, 2008; and, in a lesser extent, Panning and Romanowicz, 2006). 



  Global 1D averages
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  Global 1D averages

(Fig. from Montagner and Kennett, 1996; 
see also Panning and Romanowicz, 2006; 

Zhou et al., 2006; Nettles and Dziewonski, 2008; 
for other examples of negative anomalies under 220 km)



(a) Leakage test (b) Flip test (c) Regularization tests

(c) Regularization tests

(a,b) Leakage and flip tests

  Synthetic tests demonstrate  
  the robustness of our global  
  anisotropy pattern

(except in the transition zone)



Figure 8: Tectonic regionalization of the Earth. The regionalization was computed from the
model SL2013sv using the k-means clustering (Lekić et al., 2010). The classification and colour
of each region is given in the legend. The two maps present the same data, with the difference
that the top one is centred at 150◦ E and the bottom one is centred at 5◦ E. Known hotspots
(Steinberger, 2000) are plotted as purple circles (top) and volcanoes from the Smithsonian Global
Volcanism database (Siebert & Simkin, 2002) as purple triangles (bottom). Ocean age contours
(Muller et al., 1997) are indicated every 20 Ma (thin light gray lines) and 60 Ma (thin darker
grey lines).
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Radial anisotropy

  Regionalized 1D averages show interesting tectonic dependencies

(Schaeffer and Lebedev, 2015)

Isotropic velocity 
perturbation
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Karato’s new model of olivine LPO 
(Karato et al., 2008)  
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Pacific as reported by Ekström & Dziewonski (1998) and provides a new view of
the plume-asthenosphere interaction in terms of water transport. Owing to the high
temperature and high water content, asthenospheric materials after their interaction
with a plume have less water than the asthenospheric materials in the normal regions.

Gaherty (2001) reported seismological observations on the structure of the plume
root beneath Iceland. He reported evidence suggesting a transition from VSH > VSV

(in the shallow portions) to VSV > VSH (in the deeper portions) at around 100 km, and
interpreted these observations in terms of a change in flow geometry. However, the

Melting columns
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Lithosphere

Asthenosphere
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A (or D)-type
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Ocean island (plume)
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Melting columns
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b

Figure 10
Diagrams illustrating the likely distribution of olivine fabrics in the upper mantle. The
orange-shaded regions beneath the mid-ocean ridge and the plume, and within the subduction
wedge, are the melting column where a significant amount of melting occurs. This column is
deeper for plumes because of the higher temperature and larger water content. (a) In a
conventional model of olivine LPO, LPO is A-type everywhere (except in some localized
regions where high-stress deformation occurs where the D-type fabric will develop). (b) In the
new model developed here, olivine LPO below the lithosphere has a rich variety reflecting the
variation in water content, temperature, and stress.

www.annualreviews.org • Seismic Anisotropy of the Upper Mantle 87

A
nn

u.
 R

ev
. E

ar
th

 P
la

ne
t. 

Sc
i. 

20
08

.3
6:

59
-9

5.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

by
 U

ni
ve

rs
ity

 o
f M

as
sa

ch
us

et
ts

 - 
A

m
he

rs
t o

n 
10

/1
1/

12
. F

or
 p

er
so

na
l u

se
 o

nl
y.

Remember that the geodynamical interpretation of seismic anisotropy is not straightforward…

  Seismic anisotropy and olivine lattice preferred orientation (LPO)

C-type:   VSH>VSV        VSH<VSV

(Mainprice et al., 2005)
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Table 2 Relation between olivine fabrics and seismic anisotropy corresponding to
various flow geometries

Shear wave splitting (direction of the polarization of the faster, vertically traveling
shear wave)

Fabric Horizontal flow Vertical planar flow
A-type Parallel to flow Small splitting
B-type Normal to flow Parallel to the plane
C-type Parallel to flow Normal to the plane
D-type Parallel to flow Small splitting
E-type Parallel to flow Small splitting
VSH/VSV anisotropy
Fabric Horizontal flow Vertical cylindrical flow
A-type VSH/VSV > 1 VSH/VSV < 1
B-type VSH/VSV > 1 VSH/VSV > 1 (weak)
C-type VSH/VSV < 1 VSH/VSV > 1 (weak)
D-type VSH/VSV > 1 VSH/VSV < 1
E-type VSH/VSV > 1 (weak) VSH/VSV < 1

the water content of mid-ocean ridge basalt and is ∼100 ± 50 ppm wt (∼1500 ±
800 ppm H/Si) (e.g., Hirschmann 2006). The inference of water content from elec-
trical conductivity measurements gives a somewhat smaller but similar value (Wang
et al. 2006). If these results and the inferred temperature (and pressure) of the as-
thenosphere are used, the olivine LPO in the asthenosphere (and deep upper mantle)
is likely E- or C-type, and likely not A-type. This conclusion is different from the
conventional view in which all observations of seismic anisotropy in the upper man-
tle are due to the A-type olivine fabric (e.g., Becker et al. 2003, Savage 1999). Note,
however, that the uncertainties in the water content estimated from a petrological
approach or from electrical conductivity are large (there is also an issue of water con-
tent calibration, which will affect the water content shown in Figures 4, 5, and 6). It
is not possible to predict from such methods whether E- or C-type fabric is present
in the oceanic asthenosphere. If one can infer the type of anisotropy in the oceanic
asthenosphere, then one would obtain a tighter constraint on the water content in
the asthenosphere.

The best method to address this question would be to examine the olivine fab-
ric from materials of (deep) asthenospheric origin. However, almost all peridotite
samples are from the lithosphere, and there is no report of olivine fabrics in an as-
thenospheric peridotite (at least from the deep asthenosphere before the depletion of
water by partial melting). An alternative approach is to investigate the details of the
seismological signature. The olivine C-type fabric shows VSV > VSH anisotropy for
horizontal shear (see Table 2) that is not consistent with the seismological observation
for the oceanic asthenosphere (e.g., Montagner & Tanimoto 1990, 1991). Therefore,
the real question is whether the oceanic asthenosphere has the olivine A- or E-type
fabric. At a qualitative level, olivine A- and E-type fabrics result in a similar seismolog-
ical signature (see Table 2): Both fabrics show the fast S-wave polarization direction
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Figure 8: Tectonic regionalization of the Earth. The regionalization was computed from the
model SL2013sv using the k-means clustering (Lekić et al., 2010). The classification and colour
of each region is given in the legend. The two maps present the same data, with the difference
that the top one is centred at 150◦ E and the bottom one is centred at 5◦ E. Known hotspots
(Steinberger, 2000) are plotted as purple circles (top) and volcanoes from the Smithsonian Global
Volcanism database (Siebert & Simkin, 2002) as purple triangles (bottom). Ocean age contours
(Muller et al., 1997) are indicated every 20 Ma (thin light gray lines) and 60 Ma (thin darker
grey lines).
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  Can we characterize this anisotropy transition? (depth, temperature, Clapeyron slopes?)
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  Can we characterize this anisotropy transition? (depth, temperature, Clapeyron slopes?)



  Conclusions

      Our models show significant anisotropy below 220 km depth (unlike PREM and previous studies 
suggesting diffusion creep below this depth, e.g. Karato, 1992) with a transition from positive to 
negative anisotropy between 200 and 300 km depth. 

      This transition has a clear tectonic dependence: shallower under young continents and oceans, 
deeper under cratons and old oceans, very similar to the one observed for P-wave anisotropy   
(Beghein and Trampert, 2003). 

      This transition can be interpreted in two ways:  
1. Transition from dominantly horizontal to dominantly vertical flow in the mantle (but everywhere?). 
2.  Transition in olivine slip mechanism which would cause a horizontal flow to induce a  

       negative anisotropy below a certain depth (e.g. Mainprice et al., 2005; Mainprice, 2007). 

      These two possibilities are not mutually exclusive, and they do not rule out other mechanisms  
      (e.g. the influence of water, Jung and Karato, 2001; Chang and Ferreira, 2019).

  Radially and azimuthally anisotropic shear-wave velocity model of the Earth’s upper mantle, Lavoué et al., EGU 2021
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Thank you!

Questions?
Please feel free to contact us: lavouef@cp.dias.ie
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