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SIMULATING A TURBULENT PLASMA: HYBRID
VLASOV-MAXWELL CODE [VALENTINI ET AL., 2007]

Normalized! equations used:

Vlasov equation for the ion distribution function:
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The Ohm's law for the electric field:
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the ion density n, the ion bulk velocity u and the ion pressure tensor I are obtained as the
moments of the ion distribution function f.
Faraday’s equation:
B
es = r”~E J=r~"B 3)
ot

nj Ne
Box: 3072*3072 grid points, resolution  0:1d;

Lto ion mass, ion cyclotron frequency ¢, Alfvén velocity and ion skin depth d;

TERING TECHNIQUES Fi ETIC RECONNECTION DETE



MOTIVATIONS (CONTEXT: MAGNETIZED TURBULENT SPACE PLASMAS)

Reconnection occurs in the presence of strong current density




MOTIVATIONS (CONTEXT: MAGNETIZED TURBULENT SPACE PLASMAS)

BUT, WHERE?




MOTIVATIONS (CONTEXT: MAGNETIZED TURBULENT SPACE PLASMAS)
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We have to check possible sites one by one...



MOTIVATIONS (CONTEXT: MAGNETIZED TURBULENT SPACE PLASMAS)

We were lucky! It's a reconnection site!




MOTIVATIONS (CONTEXT: MAGNETIZED TURBULENT SPACE PLASMAS)

At today magnetic reconnection can be accurately identified by human
analysis, but no well verified technique to automatically detect it has been
developed?

Big data ¥ need to speed up analysis

SETTING-UP SOME ALGORITHMS (WHICH USE MACHINE
LEARNING) AIMED AT automatically detecting THE PRESENCE
OF CURRENT SHEET (CS) AND MAGNETIC STRUCTURES WHERE

RECONNECTION IS OCCURRING (2D)

[Sisti et al., 2021]

The research is developed in the framework of an european project called AIDA project
(Arti cial Intelligence Data Analysis) http://www.aida-space.eu/.

2Some times W flux function has been used BUT it cannot in 3D sims or in satellites’ datal

M. SISTI ET AL. USING CLUSTERING TECHNIQUES FOR MAGNETIC RECONNECTION DETECTION


http://www.aida-space.eu/

DIFFERENCES BETWEEN SUPERVISED AND
UNSUPERVISED ML

Supervised Machine Learning

A ML algorithm is said to be
“supervised"” if it uses a ground
truth or “labeled” data.

Training set of labeled data ¥
the algorithm learns the rules ¥
the rules can be applied to
other data sets.
+
In collaboration with Centrum
Wiskunde & Informatica,
Amsterdam, The Netherlands
[Hu et al., 2020]

M. SISTI ET AL.

Unsupervised Machine Learning

@ A machine learning algorithm is
said to be unsupervised if it
does not use a ground truth or
“labeled” data.

@ It looks on its own for patterns
in the data that hint at some
underlying structure.

+
In collaboration with CINECA,
Bologna, Italy [Sisti et al., 2021]
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ALGORITHM WITH UNSUPERVISED ML: VARIABLES

(a) current density jJj

(b) in-plane electron velocity

(c) electron vorticity Qe = r ™ Ve

(d) in-plane magnetic field

(e) electron decoupling: E’ = E + Ve / B, z-component
(fJ E

This is a very clear reconnection site, but often we are not so lucky!




ALGORITHM WITH UNSUPERVISED ML: ALGORITHM
DESCRIPTION

Tuning k for the k-means model
K-means (Lloyd's algorithm) ¥ variable space
DBscan algorithm ¥ physical space

Threshold on clusters’ aspect ratio

Both K-means and DBscan are techniques of unsupervised ML with the aim to
learn a grouping structure in a dataset (clustering techniques).
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1. TUNING K FOR THE K-MEANS MODEL

Annoing-fact: K-means approach need us to de ne how many clusters (k) we believe
there are in our dataset.

Risk: under tting or over tting of the data
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What under- and overfitting looks like for clustering tasks. In the
left-side plot, the clusters are underfit (fewer clusters have been identified than
actually exist). In the right-side plot, the clusters are overfit (real clusters are
broken up into smaller clusters). In the center plot, an optimal clustering model
has been found that faithfully represents the structure in the data.

Ficure: from [Rhys, 2020]




1. TUNING K FOR THE K-MEANS MODEL

When we don't know how many clusters we expect to find, we can use
optimization techniques, such as Davis-Bouldin index.

Intracluster variance Distance between
centroids

o’
®.
\‘OOO

o] OOO

o ©

Variable 1 Variable 1

Variable 2
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The Davi in index the int (withil er)
variance (left-side plot) and the distance between the centroids of each cluster
(right-side plot). For each clus‘ter. its nearest neighboring cluster is identified, and
the sum of their int v is divi by the difference between their
centroids. This value is calculated for each cluster, and the Davies Idin index
is the mean of these values.

Ficure: from [Rhys, 2020]

The smaller the value of the Davies-Bouldin index,
the better the separation between clusters.




1. TUNING K FOR THE K-MEANS MODEL: OUR
RESULTS

David-Bouldin index, tuning at t=247

1.125
L 1.100
%
511075 Tuning at a “central” time for our
A simulation (t 7 247€;), for which
1.050 the current sheets are well
developed
1.025 k =11
5 10 15

K

Ficure: Davies-Bouldin index for our data
set, t 7 247 (Sisti et al. 2020 ApJ,
accepted)
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2. K-MEANSs (LLOYD’S ALGORITHM )

Ficure: from [Rhys, 2020]




2. K-MEANS (LLOYD’S ALGORITHM): OUR RESULTS

Cluster | [J] Vol 9] Eieecl0™? Binprane] [J-(E+ V. x B)[10-® | Grid point number
| 1 0.369 0.253 1.239 0.031 0.138 0.930 37776]
2 0059 0125 0162 0021 0.402 0.170 160928
3 0036 0239 0049 0022 0.109 0.079 503803
0.033 0173 0.055  0.021 0.242 0.060 660889

5 | 0027 0078 0045 0021 0.286 0.053 685840

6 | 0031 0145 0040 0021 0.049 0.062 813751

70025 0153 0031 0021 0.168 0.041 1165723

8 | 002 0063 002 0021 0.072 0.039 1243427

9 002 0060 002 0021 0.207 0.039 1278303

10 | 0022 0070 0024 0021 0144 0.037 1325111

10020 0128 0022 0021 0.108 0.034 1471633

Clusters K-means (1st), t=247, over |J]|
1.08
.96 k-means can be applied to every time
::“, We choose the interesting cluster: 1
:::’2 In the physical space the cluster 1 is given by ALL the
0.36 red regions in the figure (all together!)
::1): We see the cluster 1 is made up by different structures
100 200 300 00 ¥ we need to differentiate these structures in the

N

physical space ¥ DBscan algorithm
From [Sisti et al., 2021]




3 . D B SCAN (DENSITY BASED SPATIAL CLUSTERING OF APPLICATIONS WITH NOISE)

iniBatchKMeanffinityPropagation Meanshift _SpectralClustering _ Ward_AgglomerativeClustringdBSCAN OPTICS Birch

84s 025



https://scikit-learn.org/stable/modules/clustering.html

3 . D Bscan (Density Based Spatial Clustering of Applications with Noise)

Parameters:
. search radius

minPts: minimum number
of points that a cluster
must have in order to be
de ned as a cluster.

Figure: from [Rhys, 2020]. In this example minPts = 3.

M. Sisti et al. Using clustering techniques for magnetic reconnection detection
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