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Introduction

• Concave and convex features are characterizing many landforms and can be
relatively easy identified by means of geomorphometric approaches. Despite this,
the particularities of the landform development process and the evolution after
the process cessation introduce slight changes of shape from the pure concave of
convex shape. Very often this includes the apparition of compound shapes, so
beside the concave or convex shape a planar or a mixture of concave and convex
shape appear at the border of the landform.

• I present the case of burial mounds and sinkholes. So, despite the morphological
convergence (same shape but different process), the shape particularities are
influenced by the erosional process and by the later evolution of the landform.
These particularities will influence mainly the precision of the concave part
delineation, which is better for pure concave form and worse for deformed
concavity. In the same, the particularities will allow the usage of a machine
learning algorithm to learn these patterns and to be used to predict the presence
of such features from the candidates in a certain area.



Segment(Object)-based Classification

• In the OBIA (Object Based Image Analysis) literature there was clearly
shown that object (superpixels, segments) are better candidates for
performing land-cover classifications.

• For DEMs this should be also true (Stepinski et al., 2007).
• In multiscale situations the objects delineation might need a scalar

approach, but in the case of specific “simple” shapes the approach is
straightforward.

• The limitations of object-based approaches are given by the over- or
under-segmentation, so an assessment of these aspects is needed
when using segments for classifications.
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Training = 98 from which 69 BM
Validation = 32 from which 29 BM
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nBM – mound of other type [33]T – training BM [68] V – validation BM [29]





Methodology – object based





Local convexity (Iwahashi and Kamiya, 1995; Iwahashi
and Pike, 2006)
• Percentage of convex-upward cells within a certain radius of 

pixels.
• It will include not only the peak as a maximum positive local 

relief but also the surrounding convex areas.
• This type of convexity is independent of relief magnitude.
• This parameter is ideal for the case of 

burial mounds, in terms of identifying 
the convexity of the burial mounds that 
is surrounded by flat or even convex 
areas.

• Nonetheless, by coupling the peak 
selection with local convexity gives the 
power of the method for selection the 
segments that are burial mound 
candidates.

During this step 2-3 tumuli 
are missed; they are mainly
very flat tumuli, or 
degraded shape tumuli









Multilayer Perceptron (MLP)
• Deep feedforward neural networks/multilayer perceptrons are methods that use

the neuron model, of acyclic networks, in layers, that use connected functions as 
vector nodes to fit linear functions for an overall non-linear classification or 
regression.



The learning curve is converging to 100% accuracy wery quickly – only after 15 
epochs, for the training dataset (overfitting), but for the validation datasets 79 
epoch are needed. At the 79 epoch the validation datasets reaches 100% accuracy.



Deep MLP compared with the Random Forest 

RF/MLP parameters TP TN FN FP SNS FPR

TRAIN

1000 segments from which 75% burial mounds, 

100 ntree, 5 mtry, 1 nodesize*
64 12 536 0 46 0.93 0.004

Epochs 100 - train 62 12 681 2 0 0.99 0.000

TEST

1000 segments from which 75% burial mounds, 

100 ntree, 5 mtry, 1 nodesize*
25 10 536 2 46 0.93 0.004

Epochs 100 - test 27 10 582 0 0 1 0.000



The RF parameters has 
impact mainly on the FP 
pixels.
Although the confusion 
matrix numeric variables 
might “look” better, actually 
the spatial representation is 
showing that wide areas are 
mapped as BM.
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Train
Confusion Matrix and Statistics

Reference
Prediction    0    1

0 4663   93
1   35  508

Accuracy : 0.975844498962068                    
95% CI : (0.97134488155055, 0.979808918923813)

No Information Rate : 0.886582374032836                    
P-Value [Acc > NIR] : < 

0.00000000000000022204460492503131 

Kappa : 0.874611646088176                    

Mcnemar's Test P-Value : 0.0000005

Sensitivity : 0.99255002128565351                  
Specificity : 0.84525790349417640                  

Pos Pred Value : 0.98044575273338941                  
Neg Pred Value : 0.93554327808471482                  

Prevalence : 0.88658237403283635                  
Detection Rate : 0.87997735421777690                  

Detection Prevalence : 0.89752783544064918                  
Balanced Accuracy : 0.91890396238991490                  

Confusion Matrix and Statistics
Reference

Prediction    0    1
0 3711  161
1   41  657

Accuracy : 0.955798687089715                     
95% CI : (0.949431994314811, 0.961574310375017)

No Information Rate : 0.821006564551422                     
P-Value [Acc > NIR] : < 

0.00000000000000022204460492503131  

Kappa : 0.840458111310513                     

Mcnemar's Test P-Value : < 0.00000000000000021  

Sensitivity : 0.98907249466950964                   
Specificity : 0.80317848410757942                   

Pos Pred Value : 0.95841942148760328                   
Neg Pred Value : 0.94126074498567358                   

Prevalence : 0.82100656455142229                   
Detection Rate : 0.81203501094091901                   

Detection Prevalence : 0.84726477024070024                   
Balanced Accuracy : 0.89612548938854453                   

Test







Conclusions
• I have shown that the MLP is able to train models that detect convex

and concave features, with good generalisation.
• The segmentation is a powerfull tool that reduce the complexity of the

task.
• Analysing the correlation matrix the main issue remaining for the

sinkholes is the accuracy of the segmentation.
• Anyway while this can be improved, the Stepinski approach of

segmentation followed by classification I think is the best approach in
landform classification approaches.

• By adding the power of the ML & AI this workflow should be extended
to include neighbourhood information, to be able to classify compound
shapes.



Thank you for your attention!
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