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Motivation

Case study: Willowcreek Site, 2015

➢ Climate change and extreme weather events have far reaching

consequences for ecosystem phenology, most prominently, by

modulating the start of the growing season (SOS).

➢ However, modelling and predicting these phenological changes

in response to meteorology is challenging, especially due to

memory effects in the system.

➢ Here we make use of observational data characterizing the

phenological state and adapt interpretable machine learning to

quantify the effect of multi-scale meteorological events on SOS.
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Quantitative Analysis

Our method of interpretable machine learning can quantify the effects of multi-scale and multi-variate meteorological events

on vegetation phenology, as shown for SOS.

➢ The interpretable machine learning method links model predictions of the phenological state to past meteorological

events with respect to their position in time and time-scale.

➢ The method also determines the importance of the various meteorological predictors in modelling the phenological state.

A Meteorological Variables: 11 variables + validation variable (random walk) as input

B Wavelet-Transformation: Time-series transformed into 2D image reflecting frequencies and their location in 

time.

C ResNet-152: Pre-trained Convolutional Neural Network architecture adapted from the field of computer vision

D Model output: Daily measurements of phenological state from PhenoCam and annual kernel NDVI

➢ Precipitation (prcp) yields the highest total

importance score, particularly in the autumn of

the previous year.

➢ Maximum temperature (tmax) yields the

highest score in the winter before the growing

season

➢ Shortwave radiation (srad) is especially

important during the growing season
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➢ Exemplary interpretation scheme for the 

incoming shortwave radiation (srad)

We use Integrated Gradients (IG) to

interpret the machine learning model:

➢ IG is an explainable artificial

intelligence (XAI) method for neural

networks and characterizes its input

feature importance that contributes to

the prediction.

➢ Thus, IG returns for each input value,

i.e. meteorological predictor in time and

time-scale, an importance score for

the predicted output, i.e. phenological

state, regarding a specific baseline.

We use the IG output of the random walk

to set a minimum value for other variables

to detect random IG values.
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Interpretation scheme:

A We calculate IG for a sample with an

earlier SOS than the baseline and

determine the region (location in time

and time-scale) for the input variables

with the highest importance score.

B We compare the corresponding

period with the input (early SOS) and

baseline (late SOS) time-series.

C We compare the corresponding period

with the difference in the wavelet

power spectrum at this period.

➢ Summed IG results across 13 sites. For each site, the model output of the mean meteorology is

the baseline. Minimum IG value for the meteorological variables is selected from the random

walk variable.

Application of the interpretation

scheme for a specific example:

➢ Tmin has the highest total

importance score in predicting

the shift in SOS.

➢ The model estimates that a

cooler period of 54 days in

autumn of the previous year

had an influence on the earlier

SOS.
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➢ Total importance score per 

input variable

➢ Website for more IG plots
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Meteorological variables:

➢ Minimum temperature (tmin), maximum 

temperature (tmax) 

➢ Vapor pressure (vp), vapor pressure deficit (vpd)

➢ Precipitation (prcp), potential evapotranspiration

(pet)

➢ Snow water equivalent (swe), snowfall (snow)

➢ Shortwave radiation (srad), day length (dayl)  
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