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Motivation
• Forecast verification allows us to understand how our forecasts behave

• Probabilistic forecasts should be as sharp as possible, subject to being calibrated (Gneiting et al., 2007)

• Calibration is a minimum requirement for forecasts to be used optimally

• The calibration of multivariate forecasts is rarely assessed in practice
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Rank histograms
• Univariate calibration is typically assessed using rank histograms

• An ensemble prediction system is calibrated if its rank histogram is flat

• A \ or /-shaped histogram suggests the ensemble forecasts are biased

• A ∪ or ∩ -shaped histogram suggests the ensemble forecasts are over/under-confident
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Multivariate rank histograms
• Multivariate calibration can be assessed using multivariate rank histograms

• Multivariate rank histograms transform the multivariate observations into univariate objects

• A univariate rank histogram can be constructed from the transformed observations

𝒙 = 𝑥1, … , 𝑥𝑑

Pre-rank function
𝜌:ℝ𝑑 → ℝ

Pre-rank 𝜌 𝒙 ∈ ℝ
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Pre-rank functions
• Several pre-rank functions have been proposed in the literature, based on:
• Minimum spanning trees (Smith and Hansen, 2004; Wilks, 2004)

• Multivariate ranks (Gneiting et al., 2008)

• Averages of univariate ranks (Thorarinsdottir et al., 2016)

• Band-depths (Thorarinsdottir et al., 2016)

• Threshold exceedances (Scheuerer and Hamill, 2018)

• Multivariate scoring rules (Knüppel et al., 2022)

• Studies recommend employing a variety of pre-rank functions (Wilks, 2017)

• Multivariate rank histograms are rarely employed in practice
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Pre-rank functions
• We can choose any function from ℝ𝑑 to ℝ

• The function can extract information about the predicted…

• Average  𝜌 𝒙 = ҧ𝑥

• Variation 𝜌 𝒙 = 𝜎𝒙
2

• Dependence

• High-impact events

• Weather patterns 𝜌 𝒙 = 𝒆(𝒊) ⋅ 𝒙

• Isotropy 𝜌 𝒙 = 𝛾𝒙 ℎ − 𝛾𝒙 ℎ′
2

𝜌 𝒙 =
𝛾𝒙 ℎ

𝜎𝒙
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Case study
• Consider wind speed forecast fields over western Europe
• 1353 grid points

• Forecasts are obtained from NCEP’s global ensemble forecasting system
• Ensemble comprised of 10 exchangeable members

• Daily forecasts available over 10 extended cold seasons from 2001-2010
• Lead time of 5 days 

• Compare the NCEP ensemble forecasts to statistically post-processed forecasts (EMOS + ECC)
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• Post-processing improves univariate calibration

• But the forecasts do not reliably predict the dependence between neighbouring grid points

Case study

Raw ensemble

Post-processed

Average of 
univ. ranks Band-depth Mean Variation Dependence IsotropyUnivariate



• We often want to formally test whether our forecasts are calibrated

• An appealing univariate approach is based on e-values (Arnold et al., 2021)

• E-values provide hypothesis tests that are valid under optimal stopping
• We do not need to fix the test period apriori

• This accounts for the sequential nature of forecasting

E-values



• E-values provide a measure of forecast miscalibration that can be monitored over time

• Inverted e-values are (conservative) p-values

E-values

Univariate calibration



• E-values provide a measure of forecast miscalibration that can be monitored over time

• Inverted e-values are (conservative) p-values

E-values

Univariate calibration Multivariate dependence calibration



Summary
• Calibration is a minimum requirement for probabilistic forecasts to be used optimally

• Multivariate calibration can be assessed using multivariate rank histograms
• These are rarely employed in practice

• We can choose any function to transform multivariate observations to univariate objects
• This leads to interpretable, user-specific checks for calibration

• These transformations could also be employed within scoring rules

• E-values provide an appealing framework with which to monitor and test forecast calibration
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Pre-rank functions
• Example: Average rank (Thorarinsdottir et al,. 2016)

• The average rank considers the average of the ranks along each dimension

Rank of observation in first dimension: 3

Rank of observation in 
second dimension: 6

Average rank =
3 + 6

2
= 4.5

Average ranks of the 8 ensemble members:
(2, 3, 4, 5, 5, 6.5, 6.5, 8,5)

The overall rank of the observation is: 4



Simulation study
• We can simulate multivariate forecasts with particular errors (𝑑 = 30 × 30 = 900)



Simulation study
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