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Abstract

The next generation of numerical weather prediction models (so-called
digital twin engines) will reach hectometric scale, for which the existing
physiography databases are insufficient. Our work leverages machine
learning and open-access data to produce a more accurate and higher
resolution physiography database. One component to improve Is the
land cover map. The reference data gathers multiple high-resolution
thematic maps thanks to an agreement-based decision tree. The input
data are taken from the Sentinel-2 satellite. Then, the land cover map
generation I1s made with image segmentation. This work implements
several algorithms of different families to study their suitability to the
land cover classification problem. To date, the best performing model is
a U-net, with an accuracy of 6/%. Compared to existing work, this work
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*SURFEX: Surface model used in numerical weather prediction
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IS Innovative in the reuse of open data in nearly all components: the
reference map, the source data and the model starting weights.
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Conclusions,

Conclusions

e Improvement of the land cover component of the
physiography benefits from loads of open access
data and many machine learning works.

* Multiple open access land cover maps have been
used to create a reference map (ECO-SG+) with
the appropriate labels for weather prediction
thanks to an agreement-based decision tree.

* While ECO-SG+ was under construction, machine
learning algorithms have been trained on the
BigEarthNet patches with the ECO-SG labels. To
date, the best performing model is a U-net, with
an overall accuracy of 67%.

* Despite the poor resolution of ECO-SG, the U-net
correctly represents some features of the land.

Lowest quality

prospects

Prospects

* Improve the reference: train on ECO-SG+ instead
of ECO-SG.

e Improve the input: use more bands than RGB, try
more appropriate benchmark datasets than
BigEarthNet (e.g. SEN12MS), ensure the same
input data will be available for inference

e Improve the training: perform hyperparameter
tuning for all the models implemented, perform

ablation  studies, try
(contrastive learning),
methods

other  approaches
compare with similar

e Improve collaboration: ensure readability and
reusability of the code, keep regular contact with
other teams in the topic.



