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Figure 3a: 7 Classes satisfies the EDC

Figure 3b: 8 Classes violates the EDC
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How many classes? There are many methods commonly used to choose the
'best' number of classes for a given dataset and application, including:
• Bayesian/Akaike Information Criterion (BIC/AIC) Based on balancing the
log-likelihood of the model (how well it fits the data) with an over-fit penalty
(too many classes=bad). A single number per model that is minimal at the
'best' number of classes. In practice, there is often no clear minimum.

• Silhouette Score Ameasure of how well classes are separated from each
other. Assumes we expect well separated classes of similar shape/size.

• Physical Reasoning Domain expertise is used to balance the needs for
simplicity and explainability with nuance and more complex structure.

If you have an ensemble of data, e.g. from a climate model, you can use the

Ensemble Difference Criterion: There must be a bĳective map between the
classes in one ensemble and the classes in any other.

For example, each class in run A must match to one and only one class in any
other ensemble member, including run B - see figure 3:
✓ 7 classes show a bĳective map - this satisfies the EDC
Χ 8 classes show a non-bĳective map - this violates the EDC

This means we are finding classes that are robust to internal variability
and are uniquely defined, because the difference between classes is
greater than the difference between ensemble members.

The map is defined by the user - here we use the closest Euclidean
distance between profiles.

Avoiding overfit with the Ensemble Difference Criterion
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Having fit the GMM model (fig 1d) we can classify
all Southern Ocean datapoints from 2000 - figure
2 shows the properties of the three classes from
this full dataset, including the mean temperature
profiles (left) and the spatial distribution (right)
of the profiles. Here, class 0 is a cold, Antarctic
class, class 1 is an ACC class, and class 2 is a
warmer, sub-tropical class.

Figure 2: Class properties
Left: The mean (solid) and
standard deviation (dotted)

temperature profiles for the 3
classes produced by the GMM
in Fig 1 fit to all data from 2000

Right: The mode (most
common) class for each point

(colour) as well as front
locations from [4]
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Dataset: UK-ESM1.0 CMIP6 Historic ensemble.
Potential temperature data from the Southern Ocean (South of 30°S).
100 random grid points per month from the year 2000, 5-2000m.

Figure 1 shows the fitting process: The temperature profiles (a) are
normalised at each depth level (b), transformed via principle component
analysis (PCA) (c) into points in 2D PCA space, then a GMM model with three
classes is fit (d).

Example: Southern Ocean Temperature profiles 2
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Unsupervised classification seeks to find structures in data. The aim is to
find coherent groups or classes with similar properties from unlabelled data.

Why might we want to do this in climate science? Applications include:
• Finding the borders between groups. e.g. ocean fronts [1]
• Tracking changes in time, e.g. seasonality of ozone profiles [2]
• Describing differences between groups, e.g. biogeochemical properties [3]
Common methods are K-means and Gaussian Mixture Modelling (GMM).
These methods do not specify the number of classes.

The Big Question: How Many Classes? Too few and you miss
interesting things, too many and you risk overfit.

Background

Here's the code for
this project

emmomp@bas.ac.uk

@emmajdboland

emmomp/
OceanClusteringMethods

www.emmaboland.co.uk Dr Emma J.D. Boland
British Antarctic Survey, High Cross, Madingley Road, Cambridge, England, CB3 OET, UK

Erin Atkinson, University of Toronto
Dr Dani Jones, British Antarctic Survey

How to avoid overfit in unsupervised
classification of climate models

Boland et al.
EarthArXiv

(2023) doi.org/
10.31223/
X5B66V


