
Summary

• Predictions break down at small model sizes. 

• Transformers improves context awareness. 

• PhaseNet confuses P and S order.

• Not the case for transformer based method. 

Model size

• PhaseNet (1D UNet) architecture. 

• Modifications of down- and up-sampling blocks introduce new 

models, e.g., vanilla convolution is replaced with ResNet style 

blocks. 

• Baselines: PhaseNet, EPick, EQTransformer. 

• Block styles: ResNet, Dynamic convolution, transformers. 

• Model size variations. 
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