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A B S T R A C T

Upcoming satellite missions will observe the sea surface height (SSH) fields at a very high spatial resolution,
which has generated an urgent need to better understand how well geostrophy can represent the ocean
current field at finer scales, particularly in coastal regions characterized by complex flow geometry. We
conduct statistical and spectral analyses of high-resolution surface currents and SSHs off the Oregon coast to
examine the relative contribution of geostrophy and ageostrophy in coastal ocean currents. We analyze forward
numerical simulations based primarily on a regional ocean model (ROMS) and use regional observations of
high-frequency radar (HFR)-derived surface currents and altimeter-derived geostrophic currents and a subset
of global domain numerical simulations (MITgcm) as secondary resources. Regional submesoscale ageostrophic
currents account for up to 50% of the total variance and are primarily associated with near-inertial currents
and internal tides. Geostrophy becomes dominant at time scales longer than 3 to 10 days and at spatial
scales longer than 50 km, and is dependent on the depth and distance from the coast in the cross-shore
direction. Ageostrophy dominates in the near-inertial and super-inertial frequency bands, which correspond
to near-inertial motions (Coriolis force dominates) and high-frequency internal waves/tides (pressure gradient
dominates), respectively. Because of ageostrophy, it may not be possible to estimate submesoscale currents from
SSHs obtained from upcoming satellite missions using the geostrophic relationship. Thus, other concurrent
high-resolution in-situ observations such as HFR-derived surface currents, together with data assimilation
techniques, should be used for constructive data integration to resolve submesoscale currents.
1. Introduction

Oceanic submesoscale processes are characterized by (1) horizontal
scales smaller than the first baroclinic Rossby deformation radius [𝑂(1)
km to 𝑂(100) km], (2) temporal scales in a range of O(1) hour to
a few days, and (3) dominance of the vertical component of relative
vorticity relative to planetary vorticity (e.g., McWilliams, 2016; Kim,
2010; Soh and Kim, 2018; Yoo et al., 2018; Lee and Kim, 2018). These
processes have received much attention as a result of their impor-
tance to physical and biological and biogeochemical processes in the
ocean, such as their contributions to the vertical transport of oceanic
tracers, mass, nutrients, and buoyancy, their influence on mixed-layer
structures and upper ocean stratification, and their influence on the
productivity and diversity of marine ecosystems (e.g., Thomas et al.,
2008; Omand et al., 2015; Lévy et al., 2018). Limited submesoscale
observations are available because the temporal and spatial scales of
submesoscale processes make them difficult to obtain using traditional
in-situ observational techniques (e.g., Kim, 2010; D’Asaro et al., 2011;
Shcherbina et al., 2013; Buckingham et al., 2016).
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Operational high-resolution satellite observations of submesoscale
processes have been initiated to overcome the limitations of present-
day satellite sensors (e.g., Stammer, 1997; Chavanne and Klein, 2010),
including the Surface Water and Ocean Topography (SWOT) mission
(e.g., Fu and Ferrari, 2008; Fu, 2010; Durand et al., 2010), the Coastal
and Ocean Measurement mission with Precise and Innovative Radar
Altimeter (COMPIRA) (e.g., Uematsu et al., 2013), the SEASTAR mis-
sion (e.g., Gommenginger and Chapron, 2018; Gommenginger et al.,
2019), the Sea Surface KInematics Multiscale monitoring (SKIM) mis-
sion (e.g., Ardhuin et al., 2018), and the Winds and Currents Mis-
sion (WaCM) (e.g., Rodriguez et al., 2018). For instance, the subme-
soscale sea surface heights (SSHs) obtained from these operational
satellite missions represent an important resource for investigating not
only ocean (geostrophic) circulations (e.g., Gill, 1982; Chelton and
Schlax, 2003) but also submesoscale processes, and internal waves and
tides (e.g., Alpers, 1985; Ponte and Klein, 2015). However, it can be
challenging to determine to what extent and how well submesoscale
ocean circulations can be retrieved from high-resolution satellite SSH
observations.
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High-resolution SSH data may contain both geostrophic compo-
nents and ageostrophic components (e.g., Errico, 1980; Rocha et al.,
2016a; Qiu et al., 2018) and include the signals of both barotropic
and baroclinic tides (e.g., Ray and Cartwright, 2001), except for the
signals related to inertial motions (e.g., Klein et al., 2009; Verdy
et al., 2013). The ageostrophic components include stationary and
non-stationary internal tides, non-tidal inertia-gravity waves (IGWs),
near-inertial motions, frictional effects, mixed-layer instabilities, fronts,
and filaments (e.g., Rossby, 1938; Veronis, 1956; Blumen, 1967; Errico,
1980; Ray and Cartwright, 2001; Williams et al., 2008; Rocha et al.,
2016a). Thus, the complete retrieval of submesoscale processes and cir-
culations from satellite-derived submesoscale SSHs can be a challenge
in observational submesoscale studies. For instance, Ubelmann et al.
(2015) examined the possibility to extract dynamical components from
submesoscale SSH observations using wavenumber-domain coherence
and dynamic interpolation (e.g., potential vorticity equation). Forget
and Ponte (2015) extensively investigated ways to decompose SSHs
into large-scale/mesoscale SSHs and residuals using scales, physical
processes, and forcing-response mechanisms as well as quantification
of the signal and noise associated with these decompositions, which
provides comprehensive views in extracting meaningful signals from
observations. Retrieving small-scale SSH observations and performing
relevant field reconstructions from the SWOT mission data can be
limited to spatial scales longer than 85 km, based on a comparison of
both spectra of SWOT-mapped SSHs and true SSHs, and may require
more information on the vertical structure of the ocean (e.g., Gaultier
et al., 2016; Wang et al., 2018).

In recent submesoscale process studies, high-frequency radar (HFR)-
derived surface currents, which are the currents averaged over the
upper ocean to a depth of 𝑂(1) m at an hourly temporal resolution
nd 𝑂(1) km spatial resolution, have been increasingly used because of
heir pertinence to submesoscale coastal circulation studies (e.g., Gildor
t al., 2009; Kim, 2010; Yoo et al., 2018; Soh and Kim, 2018; Lai et al.,
017; Archer et al., 2020). The HFR-derived surface currents contain
ariance that corresponds to local and remote winds, tides, near-inertial
otions, and submesoscale eddies and fronts (e.g., Kim et al., 2011,
013; Kim and Kosro, 2013).

Satellite-derived high-resolution SSHs and HFR-derived
ubmesoscale surface currents would be valuable resources for sub-
esoscale process studies, and extraction of the dynamic components

rom them via integrated data analysis can be complementary. More-
ver, submesoscale numerical simulations can be used as resources
o illustrate whether high-resolution satellite altimetry can capture
he full velocity field at the submesoscale, including ageostrophic
omponents. Thus, in this paper, we (1) present the variance in surface
urrents and SSHs in the observations using HFRs and altimeters and in
ubmesoscale numerical model simulations using the Regional Ocean
odeling System (ROMS) and Massachusetts Institute of Technology

eneral circulation model (MITgcm) (Section 2) and (2) delineate
he coastal submesoscale surface currents into the geostrophic and
geostrophic components (Sections 3 and 4). A discussion and summary
ollow in Sections 5 and 6, respectively.

. Data

.1. Study domain

A study domain is divided into five subdomains (𝖣𝟣, 𝖣𝟤, 𝖣𝟥, 𝖣𝟦,
and 𝖣𝟧) for detailed investigations (Fig. 1a): a cross-shore line at
44.65◦N as a cross-shore extension of the Newport Hydrographic (NH)
line (𝖣𝟣), two 1◦ square boxes in the coastal and offshore regions
centered over the NH line (𝖣𝟤 and 𝖣𝟥), and two cross-shore bands
centered over the NH line with a width of 0.25◦ and 3◦ (𝖣𝟦 and 𝖣𝟧).
A coastal region in the northeastern Pacific is chosen as the study
2

domain because (1) two numerical model simulations (Section 2.2)
and observations of HFR-derived submesoscale coastal surface cur-
rents and altimetry-derived sea surface height anomalies (SSHAs) and
geostrophic currents (Section 2.3) are available, (2) there is a clear
separation of the variance between local inertial frequency and two pri-
mary tides (𝐾1 and 𝑀2) (e.g., Kim and Kosro, 2013), and (3) the coastal
circulation can be described in a relatively simple way associated with
a nearly straight coastline. A green box in Fig. 1b shows a coastal
area where the HFR-derived and ROMS-simulated surface currents
were sampled to estimate their azimuthally averaged wavenumber–
frequency-domain power spectral density function (hereafter referred
to as energy spectra).

In this coastal region, the seasonal wind–current dynamics over
the continental shelf are characterized by spring upwelling, fall re-
laxation, and winter down-welling as a part of the California Current
System (e.g., Strub et al., 1987; Largier et al., 1993; Strub and James,
2000). Additionally, intermittently poleward propagating along-shore
currents/waves (Chapman, 1987; Kim et al., 2013), barotropic and
baroclinic tides (e.g., Osborne et al., 2011, 2014), and onshore propa-
gated near-inertial motions and their coastal inhibition under season-
ally and vertically stratified conditions associated with Columbia river
flows (e.g., Kim et al., 2014) have been observed. Off the Oregon coast,
the first baroclinic Rossby radius of deformation is in a range of 20 km
to 30 km (e.g., Chelton et al., 1998). Under these regional character-
istics, we can generalize outcomes of this paper to any coastal regions
having seasonal wind–current dynamics. Moreover, some outcomes as
site-specific characteristics will be discussed in Section 5.4.

2.2. Numerical model outputs

We analyze the surface currents and SSHs off the Oregon coast in
two different and forward numerical simulation outputs obtained from
the ROMS and MITgcm (llc4320 product).

In the ROMS, the regional domain extends from 40.6◦N to 50◦N
and from 130◦W to the coast (approximately 450 km in cross-shore
distance), and the model resolution is 2 km in the horizontal direction
and 40 terrain-following layers in the vertical direction, with relatively
better resolution near the surface and bottom. Atmospheric forcing
obtained from the National Oceanic and Atmospheric Administration
North American Model (NOAA NAM), subtidal boundary conditions
obtained from the 1/12◦ data assimilating Hybrid Coordinate Ocean
Model (HYCOM), and eight primary barotropic tides at the open bound-
aries are applied under the hydrostatic assumption. The model outputs
are archived for a period of approximately one year (August 2008 to
August 2009) (see Kim et al., 2014, 2015b; Osborne et al., 2011, 2014
for more details).

The MITgcm llc4320 global model is forced by the ERA Interim
wind stress and primary tidal constituents under the non-hydrostatic
assumption (e.g., Marshall et al., 1997; Forget et al., 2015; Qiu et al.,
2018). The model resolution is 1/48◦ (approximately 1.5 km) in the
horizontal direction and 86 𝑧-coordinate layers in the vertical direction.
The simulation was conducted for approximately one year (September
13, 2011 to November 15, 2012). The global model outputs are region-
ally subsampled within the ROMS domain without any interpolation,
maintaining the original spatial and temporal resolutions.

Although the horizontal and vertical grid points in the two nu-
merical model simulations are configured differently, the 𝑢- and 𝑣-
components of both model currents are linearly interpolated to the
center of each grid cell because they are provided non-collocatedly on
the sides of each computational cell under the staggered Arakawa ‘C’
grid (e.g., Arakawa, 1966).

The ROMS outputs used in this paper simulate regional coastal
circulations and variability in a manner that is dynamically and statis-
tically consistent with observations, including low-frequency currents
(e.g., coastal trapped waves), near-inertial currents, and tidal currents
(e.g., Kim et al., 2014, 2015b; Osborne et al., 2011, 2014). In addition,

the MITgcm in the same coastal region can provide not only another



Continental Shelf Research 226 (2021) 104486E.A. Lee and S.Y. Kim
Fig. 1. (a) A domain for numerical simulations using ROMS and MITgcm, ranging from 130◦W to the coast and between 40.6◦N and 50◦N for the study of submesoscale coastal
surface currents and high-resolution sea surface heights (SSHs) off the coast of Oregon. Five sub-domains for detailed investigations (𝖣𝟣, 𝖣𝟤, 𝖣𝟥, 𝖣𝟦, and 𝖣𝟧) are used. An
example of 5 by 5 ROMS model grid points with a spatial resolution of 2 km is shown in the bottom right corner. (b) A close-up of the near coast region to overlap the
ROMS and MITgcm simulations (a light green box; 𝖣𝟤) and HFR-derived surface current observations (an orange contour and a green box) where the azimuthally averaged
wavenumber–frequency-domain energy spectra are estimated (see Fig. 4). As a reference, major coastal regions are denoted by abbreviated two-letter names from south to north:
Cape Blanco (CB), Winchester Bay (WB), Newport (NP), and Loomis Lake (LL). The bottom bathymetry in Fig. 1a and b is contoured at 50 m, 100 m, 250 m, 500 m, 1000 m,
1500 m, 2000 m, 2500 m, and 3000 m.
view on the 𝑧-coordinate regional simulation but also comprehensive
perspectives, including the dynamical decomposition on the subme-
soscale SSHs and surface currents obtained from upcoming satellite
missions by connecting this work into the companion paper (Lee and
Kim, 2021) in a context of the previous studies using MITgcm subme-
soscale simulations (e.g., Rocha et al., 2016a,b; Savage et al., 2017a;
Uchida et al., 2017; Torres et al., 2018; Qiu et al., 2018; Chereskin
et al., 2019; Dong et al., 2020). However, the numerical model outputs
do not exactly duplicate the actual observations in time and space.
Thus, we analyzed the numerical model outputs via statistical and
spectral analyses and compared the results with observations to dis-
cuss their differences and potential limitations. The main presentations
in this paper are based on the ROMS outputs. Physically significant
differences between the two models’ outputs will be noted.

2.3. Observations

To compare the two numerical model outputs described above with
observations, we analyze three sets of observations off Oregon for a
period of four years (2007 to 2010): the optimally interpolated (OI)
AVISO daily geostrophic currents and SSHAs on a quarter-degree grid
and the OI-mapped HFR-derived hourly surface currents on a 6 km
grid (a green box in Fig. 1b) (e.g., Kosro, 2005; Kim and Kosro, 2013;
Kim et al., 2014, 2015b). An operational compact array system off the
Oregon coast consists of 5 MHz (8 stations) and 13 MHz (7 stations)
HFRs. The wavenumber-domain energy spectra of the HFR-derived
surface currents follow the theoretical slopes of geophysical turbulent
flows (e.g., submesoscale) without any features of sharp drops or noise
floor and continuously decays toward high wavenumber (e.g., Kim
et al., 2011; Soh and Kim, 2018). In the southern California coast, the
HFR-derived surface currents mapped on a 6 km grid obtained from 5
MHz and 13 MHz HFRs have significantly lower variance at the spatial
scale of 10 to 40 km than those mapped on a 1-km grid obtained from
25 MHz HFRs (e.g., Kim et al., 2011). Since a similar observational
system has been in operation off the Oregon coast, the effective spatial
resolution is approximately 20 to 30 km (see Section 4.1 for more
details; see Ballarotta et al., 2019 for mathematical definitions of the
3

effective resolution). On the contrary, the effective spatial resolution
of the OI-mapped AVISO geostrophic currents has been reported in
a range of 100 to 200 km because the satellite altimetry has the
observational limitation below 100 km spatial scale (e.g., Stammer,
1997; Soh and Kim, 2018; Chelton et al., 2019; Ballarotta et al., 2019).

3. Methods

3.1. Estimates of spectral content of currents and SSHs

3.1.1. Frequency domain and cross-shore distance
The (rotary) energy spectra [𝑆(𝜎, 𝑥)] in the frequency (𝜎) and cross-

shore distance (𝑥) are estimated with a meridional average of individual
energy spectra as follows:

𝑆(𝜎, 𝑥) = 1
𝑁

𝑁
∑

𝑛=1
(𝜎, 𝑥, 𝑦𝑛), (1)

where 𝑁 indicates the number of alongshore grid points (𝑛 = 1,… , 𝑁),

(𝜎, 𝑥, 𝑦𝑛) =
1
𝛥𝜎

|

|

|

|

|

|

1
𝑅

𝑅
∑

𝑟=1
𝑑(𝑡𝑟, 𝑥, 𝑦𝑛)𝑒−𝑖𝜎𝑡𝑟

|

|

|

|

|

|

2

, (2)

𝑅 denotes the number of realizations (𝑟 = 1,… , 𝑅), the vector com-
ponents (𝑢 and 𝑣) of HFR-derived surface currents, ROMS-simulated
surface currents, and AVISO-derived geostrophic currents are combined
with a complex number (𝑑 = 𝑢 + 𝑖𝑣).

The rotary energy spectra of the vector time series combined with
a complex number (𝑢 + 𝑖𝑣) represent the rotational dominance in
positive (counter-clockwise) and negative (clockwise) frequency bands
(e.g., Emery and Thomson, 1997; Walden, 2013). The sum of the rotary
variance at each frequency in both rotations is identical to the sum of
the energy spectra of individual velocity components (𝑢 and 𝑣) at each
frequency.
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3.1.2. Frequency and cross-shore wavenumber domains
The (rotary) energy spectra [𝑆(𝜎, 𝑘)] in the frequency and cross-

shore wavenumber domains are averaged in the alongshore direction
(𝑦) as follows:

𝑆(𝜎, 𝑘) = 1
𝑁

𝑁
∑

𝑛=1
(𝜎, 𝑘, 𝑦𝑛), (3)

where

(𝜎, 𝑘, 𝑦𝑛) =
1
𝛥𝜎

1
𝛥𝑘

|

|

|

|

|

|

1
𝑅

1
𝑀

𝑅
∑

𝑟=1

𝑀
∑

𝑚=1
𝑑(𝑡𝑟, 𝑥𝑚, 𝑦𝑛)𝑒−𝑖𝜎𝑡𝑟−𝑖𝑘𝑥𝑚

|

|

|

|

|

|

2

, (4)

nd 𝑀 denotes the number of cross-shore grid points (𝑚 = 1,… ,𝑀).
The rotary spectral content in the positive wavenumber and neg-

ative wavenumber can be interpreted ambiguously, unlike the inter-
pretation of the frequency-domain rotary spectra. As the temporal axis
typically increases forward (e.g., from past to present), the vector
time series can be interpreted as predominantly rotating clockwise or
counter-clockwise in time. However, as the spatial axis can be defined
in various ways (e.g., north to south or south to north, onshore to
offshore or offshore to onshore, etc.), it is difficult to interpret the
spectral content in the negative wavenumber. Thus, energy spectra
in the positive wavenumber and negative wavenumber can be added
wavenumber by wavenumber to estimate the total energy spectrum in
the (positive) wavenumber, or they are left as they are to highlight any
dispersion relationship in the frequency–wavenumber domain, such as
the two-dimensional energy spectrum presented in this paper.

3.1.3. Frequency and horizontal wavenumber domains
The azimuthally averaged energy spectra [𝑆(𝜎, 𝗄)] are presented in

the frequency (𝜎) and horizontal wavenumber (𝗄; 𝗄 = 𝗄𝑝, 𝑝 = 1, 2,… , 𝑃 )
domains,

𝑆(𝜎, 𝗄𝑝) =
1

(𝗄𝑝)
∑

(𝜎, 𝑘, 𝑙)𝛥𝗄, (5)

where

(𝜎, 𝑘, 𝑙) = 1
𝛥𝜎

1
𝛥𝑘

1
𝛥𝑙

|

|

|

|

|

|

1
𝑅

1
𝑀

1
𝑁

𝑅
∑

𝑟=1

𝑀
∑

𝑚=1

𝑁
∑

𝑛=1
𝑑(𝑡𝑟, 𝑥𝑚, 𝑦𝑛)𝑒−𝑖𝜎𝑡𝑟−𝑖𝑘𝑥𝑚−𝑖𝑙𝑦𝑛

|

|

|

|

|

|

2

,

(6)

and  = (𝗄𝑝) is the number of wavenumber grid points within annulus
𝛥𝗄) in the two-dimensional wavenumber domain (𝑘, 𝑙). The finite

wavenumber axis is defined as

𝗄𝑝 = (𝑝 − 1)𝛥𝗄, (7)

and the number of wavenumber grid points is counted with the condi-
tion as follows,

{(𝗄𝑝)|𝗄𝑝 −
𝛥𝗄
2

< 𝑘ℎ ≤ 𝗄𝑝 +
𝛥𝗄
2
} (8)

and 𝑘ℎ =
√

𝑘2 + 𝑙2.
In practice, the Fourier coefficients of a single vector current map in

the 𝑘 and 𝑙 domains are Fourier transformed into the frequency domain.
Their squared values are then averaged in the finite wavenumber do-
main (𝗄). Square sampling boxes are considered as long as the available
observations are optimally utilized to minimize the directional biases.

Note that we do not present the azimuthally averaged energy spec-
tra as variance-preserving energy spectrum, different from other litera-
ture (e.g., Torres et al., 2018) because we avoid potentially misleading
interpretation on variance at high wavenumber and high frequency.
4

s

3.1.4. Cross-shore distance and alongshore wavenumber
Similarly, the (rotary) energy spectra [𝑆(𝑥, 𝑙)] in the cross-shore

distance (𝑥) and alongshore wavenumber (𝑙) can be estimated with a
emporal average of individual energy spectra as follows:

(𝑥, 𝑙) = 1
𝑅

𝑅
∑

𝑟=1
(𝑡𝑟, 𝑥, 𝑙), (9)

where 𝑅 denotes the number of realizations (𝑟 = 1,… , 𝑅), and

(𝑡𝑟, 𝑥, 𝑙) =
1
𝛥𝑙

|

|

|

|

|

|

1
𝑁

𝑁
∑

𝑛=1
𝑑(𝑡𝑟, 𝑥, 𝑦𝑛)𝑒−𝑖𝑙𝑦𝑛

|

|

|

|

|

|

2

. (10)

.1.5. Practical remarks on spectral estimates
For more detailed descriptions of the variance estimates (Eqs. (1),

3), and (5)), the Fourier coefficients in the frequency domain are
omputed using the multiple chunks of non-overlapped time series at
given location to increase the statistical confidence and degrees of

reedom of the estimates. Thus, the minimum and maximum values
f the frequency ranges of the two data sets can be different (Fig. 4).
oreover, as the azimuthal wavenumber bin is chosen to best estimate

he variance and minimize the variance spread, the minimum values of
he wavenumber axis can be different in the given data sets (e.g., ob-
ervations and two different numerical model outputs). The minimum
alue of the wavenumber axis depends on the domain sizes of the two
ata sets (Fig. 1b). The jackknife method is applied to evaluate the
tatistical significance of spectral estimates as part of the sensitivity test
e.g., Emery and Thomson, 1997).

The given data sets of the surface currents and SSHs are described
s time series of spatial maps. Thus, these spatial maps of time series
re detrended in space or time prior to applying a window function
ccording to the characteristics of the data to minimize the biases at
ow wavenumber or low frequency, respectively. Moreover, Fourier
nalysis assumes that the given data are infinitely repeated in the
ampled domain. Thus, we apply a Hanning window function to the
urrent and SSH fields sampled in the non-periodic coastal areas for
he estimates of energy spectra; this prevents low-frequency variance
rom contaminating the estimates (e.g., Fu, 1983; Stammer, 1997;
oh and Kim, 2018; Chelton et al., 2019). Although the use of the
indow function can reduce the original variance, it will produce
nambiguous estimates in the spectral decay slope of the wavenumber-
omain energy spectra (e.g., Harris, 1978; Priestley, 1981). A more
etailed discussion on the use of window functions in the context of
he spatial homogeneity and temporal stationarity of the data will be
iscussed in Section 5.1, including an example of the sensitivity test.

.2. Delineation of geostrophy and ageostrophy

.2.1. Geostrophic and ageostrophic currents
Using the geostrophic balance, the geostrophic currents [𝐮𝑔 = (𝑢𝑔 ,

𝑔)] can be estimated from the spatial gradients of SSHs,

𝑢𝑔(𝑥, 𝑦) = −
𝑔
𝑓𝑐

𝜕𝜂(𝑥, 𝑦)
𝜕𝑦

, (11)

𝑣𝑔(𝑥, 𝑦) =
𝑔
𝑓𝑐

𝜕𝜂(𝑥, 𝑦)
𝜕𝑥

, (12)

where 𝑔 denotes the gravitational acceleration (e.g., Gill, 1982; Chel-
ton and Schlax, 2003). The geostrophic balance is valid only under
the assumption of a negligible acceleration term in the momentum
equation, which is only valid within a specific frequency and wavenum-
ber band. For instance, a black box in Fig. 3a is the frequency and
wavenumber band to satisfy the geostrophic balance as the temporal
scale [|𝜎| ≤ 0.5 cycles per day (cpd); 𝑇 ≥ 2 days] and spatial scale (𝑘ℎ ≤
0.01 km−1; 𝜆 ≥ 100 km), which (Sasaki et al., 2014) examined. Thus,
he geostrophic currents can be estimated by band-pass filtering of the

pecific frequency and wavenumber band where significant variance



Continental Shelf Research 226 (2021) 104486E.A. Lee and S.Y. Kim
Fig. 2. Alongshore averaged rotary energy spectra [log10 scale; cm2s−2cpd−1 for (a), (b), and (d); cm2cpd−1 for (c) and (e)] of the (a) HFR-derived surface currents, (b) ROMS-simulated
surface currents, (c) ROMS-simulated SSHs, (d) AVISO geostrophic currents, and (e) AVISO SSHAs in 𝖣𝟦. Fig. 2a was modified from Figure 1d in Kim et al. (2011). Green arrows
on both axes in Fig. 2b correspond to the cross-shore distance in Fig. 2a and the frequency axis in Fig. 2d.
appears in the kinetic energy spectra (e.g., the green ellipse in Fig. 3a;
|𝜎| ≤ 0.2 cpd and all wavenumbers). The baroclinic components in
the geostrophic currents, which are associated with horizontal surface
density gradients, are not included in Eqs. (11) and (12) because their
amplitudes in the study domain are negligible (see Appendix B for more
details).

In contrast, the ageostrophic currents [𝐮𝑎𝑔 = (𝑢𝑎𝑔 , 𝑣𝑎𝑔)] in coastal
regions are defined from (total) currents [𝐮 = (𝑢, 𝑣)] and geostrophic
currents,

𝑢 (𝑥, 𝑦, 𝑧) = 𝑢(𝑥, 𝑦, 𝑧) − 𝑢 (𝑥, 𝑦), (13)
5

𝑎𝑔 𝑔
𝑣𝑎𝑔(𝑥, 𝑦, 𝑧) = 𝑣(𝑥, 𝑦, 𝑧) − 𝑣𝑔(𝑥, 𝑦). (14)

The partitioning of geostrophy and ageostrophy was initially de-
scribed using balanced geostrophic currents (and Rossby waves) and
unbalanced ageostrophic components as the pathways of wind en-
ergy injected into the stratified ocean (e.g., Rossby, 1938; Veronis,
1956; Errico, 1980). The dominance of geostrophy and ageostrophy
in ocean currents has been described as the regional transition of
currents between offshore and nearshore regions (e.g., Kundu et al.,
1983; Brink et al., 1991). For example, cross-shore pressure gradi-
ents associated with wind-driven onshore transport in coastal regions
generate geostrophic currents near the coast in the direction of wind
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Fig. 3. Alongshore averaged energy spectrum in the wavenumber and frequency domains of the (a) ROMS-simulated surface currents (log10 scale, cm2 s−2 cpd−1 km) and (b)
ROMS-simulated SSHs (log10 scale; cm2 s−2 cpd−1) on the NH line (𝖣𝟣). The dispersion relationship of IGWs at the first five vertical modes is marked with gray curves in Fig. 3a
and b. Black boxes in Fig. 3a and b indicate the temporal scale (|𝜎| ≤ 0.5 cpd; 𝑇 ≥ 2 days) and spatial scale (𝑘ℎ ≤ 0.01 km−1; 𝜆 ≥ 100 km), which (Sasaki et al., 2014) examined.
A green ellipse in Fig. 3a indicates a frequency and wavenumber band which significant variance appears.
stress; the influence of this wind-driven cross-shore transport becomes
dominant near the coast but weak offshore (e.g., Csanady, 1982; Mi-
nato, 1983; Kim et al., 2015a). On the other hand, the balanced
geostrophic currents and unbalanced ageostrophic currents can be de-
composed in the spectral domain using the frequency-domain bandpass
filter (e.g., Richman et al., 2012) and azimuthally averaged horizontal
wavenumber–frequency-domain bandpass filter (e.g., Qiu et al., 2018).

3.2.2. Degrees of geostrophy and geostrophic imbalance
The divergence equation is formulated from the two-dimensional

momentum equations, excluding the high order terms
[

∇ℎ ⋅
(

𝜈∇2
ℎ𝐮

)]

,
as follows:

𝜕𝛿
𝜕𝑡

+ ∇ℎ ⋅
[(

𝐮 ⋅ ∇ℎ
)

𝐮
]

= 𝑓𝑐𝜁 − 𝑔∇2
ℎ𝜂, (15)

where

𝛿 = ∇ℎ ⋅ 𝐮 = 𝜕𝑢
𝜕𝑥

+ 𝜕𝑣
𝜕𝑦

, (16)

𝜁 = ∇ℎ × 𝐮 = 𝜕𝑣
𝜕𝑥

− 𝜕𝑢
𝜕𝑦

, (17)

∇ℎ = 𝜕
𝜕𝑥

𝐢 + 𝜕
𝜕𝑦

𝐣. (18)

The degree of geostrophy (𝜅) is defined as a normalized magni-
tude of residuals in the balance between the Coriolis force (𝑓𝑐𝜁) and
pressure gradients (−𝑔∇2

ℎ𝜂), i.e., the right-hand side terms in Eq. (15)
(e.g., Errico, 1980; Gill, 1982; Klein et al., 2008; Molemaker et al.,
2010; modified from Chavanne et al., 2010 because variance estimate
does not require absolute value):

𝜅 =
⟨

(

𝑓𝑐𝜁 − 𝑔∇2
ℎ𝜂
)2
⟩

2
[

⟨

(

𝑓𝑐𝜁
)2
⟩ + ⟨

(

𝑔∇2
ℎ𝜂
)2
⟩

] , (19)

where 𝜅 → 0 and 𝜅 → 1 denote the dominance of geostrophy and
ageostrophy, respectively (according to Cauchy’s inequality), and the
angle bracket (⟨⋅⟩) indicates the expectation value of a variable. Note
that 𝜅 may not be valid for strong vortices, such as centrifugal force
divergence (e.g., Molemaker et al., 2010).
6

The degree of geostrophic imbalance (𝜒) is defined as the nor-
malized magnitude of the mismatch between the Coriolis force and
pressure gradients:

𝜒 =
−⟨

(

𝑓𝑐𝜁
)2
⟩ + ⟨

(

𝑔∇2
ℎ𝜂
)2
⟩

⟨

(

𝑓𝑐𝜁
)2
⟩ + ⟨

(

𝑔∇2
ℎ𝜂
)2
⟩

, (20)

where 𝜒 → −1 and 𝜒 → 1 denote the dominance of the Coriolis force
(𝑓𝑐𝜁) and pressure gradients (𝑔∇2

ℎ𝜂), respectively.
Both the degree of geostrophy and the degree of geostrophic im-

balance can be presented in the physical space (e.g., time domain and
spatial domain) or in the spectral domain (e.g., frequency domain and
wavenumber domain) as well as a distance from the shore or a water
depth (Eqs. (1), (2), (9), and (10)), to substantiate the interactions
between oceanographic processes and coastal boundaries (e.g., the
coastal transition zone, delineation of near-inertial motions and pure
inertial motions in a coastal region, and the effective cross-shore region
of coastally trapped waves).

A threshold of the degree of geostrophy (𝜅1) can be chosen to
delineate the geostrophic (𝜎𝑔) and ageostrophic (𝜎𝑎𝑔) frequency bands:

𝜎 =
{

𝜎𝑔 if 𝜅 ≤ 𝜅1
𝜎𝑎𝑔 if 𝜅 > 𝜅1

. (21)

An additional threshold (𝜅2) of the degree of agoestrophy can be
applied to hold more mismatches between the two terms depending
on the signal-to-noise ratio of the observed data and numerical model
outputs. Similarly, a threshold of the degree of geostrophic imbalance
can be applicable.

3.2.3. Variance distribution
The fractions of the cumulative variance in the total surface currents

(𝛼), geostrophic currents (𝛽), and ageostrophic surface currents (𝛾) are
estimated as follows,

𝛼(𝜎) = 1
𝑆 ∫

|𝜎|

|𝜎0|
𝑆𝐮(𝜍)d𝜍, (22)

𝛽(𝜎) = 1 |𝜎|
𝑆𝐮𝑔 (𝜍)d𝜍, (23)
𝑆 ∫
|𝜎0|
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𝛾(𝜎) = 1
𝑆 ∫

|𝜎|

|𝜎0|
𝑆𝐮𝑎𝑔 (𝜍)d𝜍, (24)

here 𝜎0 denotes the lowest frequency. 𝑆𝐮𝑔 and 𝑆𝐮𝑎𝑔 are estimated from
eostrophic currents and ageostrophic currents, respectively, and

= ∫ 𝑆𝐮(𝜍)d𝜍. (25)

The cumulative variance can highlight the variance in narrow fre-
uency bands (e.g., diurnal and semi-diurnal frequency bands) with
tep functions and the variance at high-frequency, which may not
e easily visualized in the regular variance presentation with energy
pectra.

. Results

.1. Spectral content of currents and SSHs

We present the spectral content of currents and SSHs in three
ays to visualize signals embedded in the data and to rationalize
artitioning of the total variance into variance in the distinct frequency
nd wavenumber bands: variance in the (1) frequency domain and
ross-shore distance (Fig. 2), (2) frequency and cross-shore wavenum-
er domains (Fig. 3), and (3) frequency and azimuthally averaged
orizontal wavenumber domains (Fig. 4) (see Section 3.1 for more
etailed formulations). Furthermore, the energy spectra in frequency
nd azimuthally averaged horizontal wavenumber domains can be
sed as a tool to interpret geostrophy and ageostrophy along with the
ispersion relationship of internal waves or IGWs under several primary
odes (Fig. 4 and Appendix A) (e.g., Klein et al., 2009; Rocha et al.,
016a).

In the frequency domain and cross-shore distance (Eqs. (1) and
2); Fig. 2), the dominant variance appears in the low-frequency band
|𝜎| ≤ 0.2 cpd), near-inertial frequency band (|𝜎 − 𝑓𝑐 | ≤ 0.1 cpd, where
𝑐 denotes the local Coriolis frequency) and tidal frequencies (𝐾1 and
2) (Fig. 2a, b, and d). The low-frequency variance was enhanced

ear the coast (0 < 𝑥 ≤ 30 km), which is associated with wind-driven
eostrophic currents near the coast and subinertial alongshore SSH
ariability, such as coastally trapped waves and regional- and basin-
cale wind setups (Fig. 2). Based on observations of the near-inertial
urface currents in the study domain (e.g., Kim et al., 2011; Kim and
osro, 2013; Kim et al., 2014, 2015b), the variance in the near-inertial
urrents is enhanced offshore, decreases shoreward, and disappears
ear the coast (0 < 𝑥 ≤ 30 km) due to restricted circular inertial
otions associated with the coastline and bottom topography (e.g., Kim

t al., 2011) (Fig. 2a and b). The variance of the AVISO-derived SSHAs
nd ROMS-simulated SSHs has a similar order of magnitude in the
requency ranges that both time series can resolve (Fig. 2c and e). The
ariance distribution in the cross-shore direction and frequency domain
s nearly equivalent (Fig. 2c and e).

In the frequency and cross-shore wavenumber domains (Eqs. (3)
nd (4); Fig. 3), the dominant variance in the ROMS-simulated sur-
ace currents in 𝖣𝟣 is saturated in three primary frequency bands
e.g., low-frequency, near-inertial, and semi-diurnal frequency bands)
nd is spread in the wavenumber domain (see Soh and Kim, 2018
or another example of the kinetic energy spectra of surface cur-
ents in a coastal region) (Fig. 3a). On the contrary, the dominant
ariance in the ROMS-simulated SSHs appears in three slightly dif-
erent frequency bands (e.g., low-frequency, diurnal, and semi-diurnal
requency bands) because SSHs do not contain near-inertial motions
nd are coherent with surface tides. Moreover, the variance of the
OMS-simulated SSHs appears as the enhanced and vertically mirrored
atterns at the super-inertial frequency with a linear or parabolic
ncrease with frequency (Fig. 3b). This feature can be explained with
he linear dispersion curves of low mode IGWs as the SSH signatures
f the IGW continuum (e.g., Savage et al., 2017a,b). Although Sasaki
7

M

t al. (2014) reported that the daily averaged submesoscale currents in
he open ocean contain primarily geostrophic currents and negligible
geostrophic components (see Supplementary Information Figure 3 in
asaki et al., 2014 for more details), the observed surface currents in
oth open ocean and coastal regions have significant variance in the
ear-inertial and tidal frequency bands (e.g., Elipot and Lumpkin, 2008;
im et al., 2011; Kim and Kosro, 2013).

In the azimuthally averaged energy spectra (Eqs. (5) and (6); Fig. 4),
he HFR-derived and ROMS-simulated surface currents in 𝖣𝟤 (a green
ox in Fig. 1b) show common features of insignificant IGWs, variance in
ow-frequency and low-wavenumber, and near-inertial variance having
onger than 50 km spatial scale (Fig. 4a and b). On the contrary, the
OMS-simulated surface currents have more meaningful signals in the
patial scale shorter than 10 km than the HFR-derived surface cur-
ents do, which appears as the variance in most frequencies (e.g., low
requency to super-inertial frequency) (Fig. 4a and b). The smoothed
nd insignificant variance of the HFR-derived surface currents in that
patial scale supports the effective spatial resolution of 20 to 30 km
Section 2.3). Although the order of magnitude of variance of the
OMS-simulated surface currents and SSHs may be different, they
ave consistent variance distribution ranging from 5 to 10 km spatial
cales (Fig. 4b and c). The azimuthally averaged energy spectra of the
OMS-simulated surface currents sampled in 𝖣𝟤 and 𝖣𝟥 are nearly

dentical, including invisible features of IGWs except that the variance
n the surface currents in 𝖣𝟤 is enhanced at low frequencies and
ow wavenumbers (not shown). Similarly, the azimuthally averaged
nergy spectra of the MITgcm-simulated surface currents sampled in
𝟤 and 𝖣𝟥 do not show the modal dispersion relationship of IGWs

not shown). This difference may not be consistent with other regional
irculation studies using MITgcm llc4320 products (e.g., Torres et al.,
018; Mazloff et al., 2020) and can be interpreted that IGWs may be
issipated within the coastal domain due to bathymetry and shoreline
r IGWs may not be simulated as much as they should be in this region.

The hourly HFR-derived surface currents may not have features
f IGWs at high wavenumber because a series of data processing
o obtain hourly surface current maps (e.g., temporal averaging and
patial mapping) may not maintain IGWs: (1) A single radial velocity
ap is hourly averaged from 5 to 7 radial velocity maps within an
our; (2) Multiple hourly radial velocity maps from independent sites
re combined into hourly vector surface currents (e.g., Kim et al., 2008;
im, 2010). However, spatial smoothing on IGWs can be minimal be-
ause OI mapping is designed to reduce spatial smoothing by applying
n exponentially decaying spatial function. Thus, we conclude that
he IGWs in this region are not observed in the HFR-derived surface
urrents.

.2. Delineation of geostrophy and ageostrophy

The cross-shore time series of SSHs and the geostrophic and
geostrophic currents in 𝖣𝟣 are shown in Fig. 5a to e. The ROMS-
imulated ageostrophic surface currents contain the components asso-
iated with tides, near-inertial motions, wind-incoherent low-frequency
omponents, and noise. Specifically, the ageostrophic surface currents
oherent with barotropic tides and near-inertial motions appear as the
early in-phased currents, i.e., the vertical line features in Fig. 5c and
. The low-frequency ageostrophic surface currents are related to long
eriodic tidal motions (e.g., spring–neap tide and fortnightly tide), and
heir reduced cross-shore variations near the coast are visible as a result
f coastal boundary effects (e.g., bottom bathymetry and shoreline)
Fig. 5c and e).

The energy spectra of the ROMS-simulated total surface currents
ppear as red spectra in the wavenumber domain (Fig. 6a) and fre-
uency domain (Fig. 6b), including the variance in the low-frequency
nd near-inertial frequency bands and at tidal frequencies and their
armonics. A comparison of the variance in the ROMS-simulated and

ITgcm-simulated surface currents yields the following findings:
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Fig. 4. Azimuthally averaged wavenumber–frequency-domain energy spectra of the HFR-derived (a) surface currents (cm2 s−2 cpd−1 km) in 𝖣𝟤 (a green box in Fig. 1b) and
ROMS-simulated (b) surface currents (cm2 s−2 cpd−1 km) and (d) SSHs (cm2 cpd−1 km) in 𝖣𝟤 (a light green box in Fig. 1b). The dispersion relationship of IGWs at the first five vertical
modes is marked with gray curves. A red box in Fig. 4c corresponds to the ranges of the wavenumber and frequency in Fig. 3.
Fig. 5. Hourly cross-shore time series of ROMS-simulated (a) detided SSHs (𝜂′; cm), [(b) and (d)] geostrophic currents (𝑢𝑔 and 𝑣𝑔 ; cm s−1), [(c) and (e)] ageostrophic currents (𝑢𝑎𝑔
and 𝑣𝑎𝑔 ; cm s−1) along the NH line (𝖣𝟣).
(1) the ROMS-simulated surface currents have more variance than
the MITgcm-simulated surface currents at low wavenumbers and low
frequencies; (2) the MITgcm-simulated surface currents have more vari-
ance than the ROMS-simulated surface currents at the 𝑀 frequency
8

2

and its higher harmonic frequencies (𝑀4 and 𝑀6), which follows
the Garrett–Munk (GM) spectrum (e.g., Munk, 1981) (Fig. 6a and b).
These differences in spectral content can be explained as follows: (1)
the bottom boundary layer over the continental shelves can be more
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Fig. 6. Energy spectra of the ROMS-simulated (𝑆𝖱𝖮𝖬𝖲
𝐮 ), MITgcm-simulated (𝑆𝖬𝖨𝖳𝗀𝖼𝗆

𝐮 ), and HFR-derived (𝑆𝖧𝖥𝖱
𝐮 ) surface currents along the NH line (𝖣𝟣) in the (a) wavenumber

domain and (b) frequency domain. Gray auxiliary lines of 𝑘−2, 𝑘−3, and 𝑘−4 spectral slopes and 𝜎−1, 𝜎−2, 𝜎−3, and 𝜎−4 spectral slopes and the scaled Garrett–Munk (GM) spectrum
of currents (𝑆𝖦𝖬

𝐮 ) are overlaid. Individual error bars are marked with 95% confidence intervals.
physically implemented with the 𝜎-coordinate model (ROMS) than the
-coordinate model (MITgcm) (Allen et al., 1995; Allen and Newberger,
996) due to the full step or partial step bottom bathymetry over
he continental shelves in the 𝑧-coordinate model (e.g., Adcroft et al.,
997), which have potential of artifacts or enhance variance in the
imulations of the wind-driven coastal upwelling and down-welling
nd internal waves/tides near the continental shelves; (2) the regional
odel misses the propagation of remotely-generated internal tides, and

he remotely-generated tides in the global model are the source of IGW
pectrum filling at high wavenumbers and frequencies (e.g., Ponte and
ornuelle, 2013).

Examples of the ROMS-simulated normalized vorticity (𝜉 = 𝜁∕𝑓𝑐)
and surface currents in 𝖣𝟧 are presented with their total, geostrophic,
and ageostrophic components (Fig. 7).

Geostrophic currents and ageostrophic currents (Eqs. (11), (12),
(13), and (14)) show dominant variances at length scales longer and
shorter than 15 km, respectively (Figs. 8a and B.1a). However, simple
spatial derivatives of SSHs may not be valid for high-wavenumber and
high-frequency bands because (1) the geostrophic balance is not valid
in these wavenumber and frequency bands, and (2) the variances of
geostrophic and ageostrophic currents appear to be higher than the
variance of the total surface currents (Fig. 8b). Assuming that a series
of the SSH maps (with spatial resolutions of less than 1 km and tem-
poral resolutions of days to weeks) obtained from the SWOT mission
are available, the spatial derivatives of the SSHs using geostrophic
balance and band-pass filtering of their wavenumber-domain energy
spectrum is the only way to delineate the geostrophic and ageostrophic
currents. Thus, the wavenumber-domain energy spectra of the ROMS-
simulated and MITgcm-simulated surface currents in Fig. 8a and c
provide examples of when the geostrophic currents and internal tides
(𝑀2) are dominant in the sampled SSHs, respectively. The variance in
the currents estimated from the geostrophic balance may be higher
than the variance in the total currents in most of the wavenumbers
(Fig. 8c) and high frequency (𝜎 > 𝑀4) (Fig. 8d), which should serve
as a cautionary reminder regarding the blind analysis of a series of
high-resolution SSH maps. Because simple mathematical differentiation
of the given SSHs may yield physically meaningless artifacts in the
estimates of geostrophic and ageostrophic currents, particularly in the
coastal regions.

The degree of geostrophy and the degree of geostrophic imbalance
in the frequency domain show that the geostrophic balance is valid
for a period of longer than 3 to 10 days (Fig. 9a and b). To interpret
the degree of geostrophy, the threshold degrees of geostrophy in the
9

frequency domain (𝜅1 = 0.1 and 𝜅2 = 0.2) of the ROMS-simulated
surface currents and corresponding threshold frequencies (𝜎1 and 𝜎2)
are marked in Fig. 9a and b (red and orange curves) (see Fig. C.1a
for the same threshold degrees of geostrophy of the ROMS-simulated
normalized vorticity and corresponding threshold frequencies; red and
black curves). The frequency bands with proper geostrophic balances
can be identified using the degree of geostrophy [𝜅 = 𝜅(𝜎, 𝑥)]. The
threshold frequencies (𝜎1 and 𝜎2), which appear in the sub-diurnal
frequency band, reach a maximum approximately 80 km from the
coast and decrease in the offshore and onshore directions. This is
because (1) the influence of the coastal geostrophic balance against
the coast is dominant near the coast, and (2) the frictional balance
and boundary-free geostrophic balance are the ruling factors in the
onshore and offshore regions, respectively (Fig. 9a). Although the
chosen threshold value (𝜅) is less than 0.1, the cross-shore structure
at the threshold frequency varies slightly within the error bar. The
degree of geostrophy highlights the contribution of the semidiurnal
variance (𝑀2); however, it may not adequately capture the influence
of near-inertial variance (Fig. 9a) because the near-inertial motions can
be considered as unbalanced wave motions and balanced near-inertial
advection.

Considering the individual terms in the degree of geostrophic im-
balance (𝜒), the Coriolis term becomes significant in the near-inertial
frequency band (|𝑓𝑐𝜁 | ≫ |𝑔∇2

ℎ𝜂|) and has wide peaks offshore. More-
over, the pressure gradients become dominant in the superinertial
frequency band (|𝑓𝑐𝜁 | ≪ |𝑔∇2

ℎ𝜂|) (Fig. 9b). Thus, the ageostrophic
currents in the superdiurnal frequency band can be divided into two
components of near-inertial variance-dominant ageostrophic currents
and pressure gradient-dominant ageostrophic currents.

The degree of geostrophy and the degree of geostrophic imbalance
in the wavenumber domain show that the geostrophic balance is valid
for a length scale longer than approximately 50 km (Fig. 9d and e).
Similar to the previous analysis of indicators in the frequency domain,
the threshold degree of geostrophic imbalance in the wavenumber
domain (𝜒1 = 0.1 and 𝜒2 = 0.2) of the ROMS-simulated surface currents
and corresponding threshold wavenumbers (𝑘1 and 𝑘2) are marked in
Fig. 9d and e (red and orange curves). These exhibit a transition close
to 50 to 100 km from the coast and at a water depth of approximately
250 m where (1) the influence of the continental shelf and slope
on the coastal circulation becomes dominant and (2) mesoscale and
submesoscale processes lead to mixing of shelf/slope waters and open
ocean waters, for example, in a coastal transition zone (e.g., Kundu
et al., 1983; Brink et al., 1991; Brink and Cowles, 1991; Springer et al.,
2009).
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Fig. 7. Examples of the ROMS-simulated [(a), (c), and (e)] normalized vorticity [𝜉 = 𝜁∕𝑓𝑐 = (𝜕𝑣∕𝜕𝑥 − 𝜕𝑢∕𝜕𝑦) ∕𝑓𝑐] and [(b), (d), and (f)] surface currents (𝐮) in 𝖣𝟧 presented with
their [(a) and (b)] total component (𝐮 and 𝜉), [(c) and (d)] geostrophic component (𝐮𝑔 and 𝜉𝑔), and [(e) and (f)] ageostrophic component (𝐮𝑎𝑔 and 𝜉𝑎𝑔). Note that the magnitude
of surface currents are color-coded.
4.3. Variance distribution

The variances of the geostrophic, ageostrophic, and total current
components are examined using the quantities averaged in the cross-
shore direction, and this value is presented as a function of frequency
(Fig. 9g). In particular, the fractions of the variance in the four primary
frequency bands are categorized as low (0 < |𝜎𝐿| ≤ 0.36 cpd), diurnal
(0.95 cpd ≤ |𝜎𝐷| ≤ 1.05 cpd), near-inertial (1.21 cpd ≤ |𝜎𝑁𝐼 | ≤
1.57 cpd), or semi-diurnal (1.90 cpd ≤ |𝜎𝑆 | ≤ 2.05 cpd) frequency
bands relative to the variance in the total currents shown in Table 1
(Fig. 9g). As a significant component of the ageostrophic surface cur-
rents, the near-inertial surface currents account for 18% of the total
variance and approximately 40% of the ageostrophic variance. The low-
frequency currents are not always geostrophically balanced because of
low-frequency components associated with ageostrophic currents.

5. Discussion

5.1. Spatial homogeneity and temporal stationarity of the data in a coastal
region

Oceanographic physical processes are typically considered spatially
homogeneous and temporally stationary in the open ocean, which
10
Table 1
Fraction of variance of the ROMS-simulated total surface currents (𝐮) and Rossby
number (𝜉), geostrophic currents (𝐮𝑔) and Rossby number (𝜉𝑔), and ageostrophic surface
currents (𝐮𝑎𝑔) and Rossby number (𝜉𝑎𝑔) in the primary frequency bands: low-frequency
(0 cpd < |𝜎𝐿| ≤ 0.36 cpd), diurnal (0.95 cpd ≤ |𝜎𝐷| ≤ 1.05 cpd), near-inertial (1.21
cpd ≤ |𝜎𝑁𝐼 | ≤ 1.57 cpd), semi-diurnal (1.90 cpd ≤ |𝜎𝑆 | ≤ 2.05 cpd) frequency bands,
the rest of frequencies (|𝜎𝐸 |), and the entire frequencies (0 cpd < |𝜎𝐴| ≤ 12 cpd).

𝜎𝐿 𝜎𝐷 𝜎𝑁𝐼 𝜎𝑆 𝜎𝐸 𝜎𝐴
⟨𝐮2⟩ 55.8 1.5 18.4 11.9 12.4 100.0
⟨𝐮2𝑔⟩ 44.2 0.5 0.3 5.2 4.0 54.2
⟨𝐮2𝑎𝑔⟩ 11.6 1.0 18.1 6.7 8.4 45.8

⟨𝜉2⟩ 73.4 1.4 5.2 4.5 15.5 100.0
⟨𝜉2𝑔 ⟩ 73.3 0.1 0.1 0.1 7.9 81.5
⟨𝜉2𝑎𝑔⟩ 0.1 1.3 5.1 4.4 7.6 18.5

indicates that (1) the sampled data in the finite temporal and spatial
domains are repeated in the individual domains infinitely, and (2) the
sample data covariances are only a function of spatial lags or temporal
lags (or both) (e.g., Emery and Thomson, 1997; Kim, 2010). However,
the physical processes near physical boundaries (e.g., the coast or
bottom bathymetry) or dynamical boundaries (e.g., fronts and eddies)
may be neither homogeneous nor stationary.
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Fig. 8. [(a) and (b)] (c) Energy spectra of the ROMS-simulated total surface currents (𝑆𝐮), geostrophic currents (𝑆𝐮𝑔 ), ageostrophic currents (𝑆𝐮𝑎𝑔 ) on the NH line (𝖣𝟣) in the
(a) wavenumber domain and (b) frequency domain. [(c) and (d)] Energy spectra of the MITgcm-simulated surface currents (𝑆𝐮), geostrophic currents (𝑆𝐮𝑔 ), ageostrophic currents
(𝑆𝐮𝑎𝑔 ) along the NH line (𝖣𝟣) in the (a) wavenumber domain and (b) frequency domain. Gray auxiliary lines of 𝑘−2, 𝑘−3, and 𝑘−4 spectral slopes and 𝜎−1, 𝜎−2, 𝜎−3, and 𝜎−4 spectral
slopes and the scaled Garrett–Munk (GM) spectrum of currents (𝑆𝖦𝖬

𝐮 ) are overlaid. Individual error bars are marked with 95% confidence intervals.
In particular, both observed and simulated surface currents and
SSHs in this paper may not have spatial homogeneity and temporal
stationarity. Thus, we describe the detailed justification of how we
can assume our sampled data to be locally homogeneous in space and
stationary in time in the estimates of the energy spectra by adopting a
similar analysis used in the estimates of spatial covariance (e.g., Yoo
et al., 2017). Firstly, the spatial homogeneity has been evaluated
with how consistently the spatial covariances and wavenumber-domain
energy spectra are estimated when they are computed with the data
(e.g., surface current components and SSHs), sampled from different
domain sizes as a function of the radius from the center of the domain
of interest. As we increase the domain’s size, the sampled data can
have less spatial homogeneity as a result of enhanced spatial variability.
In this paper, the shape of the estimated wavenumber-domain energy
spectra is nearly identical when the radius is in a range of 10 km to
25 km. The spatial homogeneity of surface currents was separately
evaluated with current components (𝑢 and 𝑣) because the surface
current field can be anisotropic. Likewise, the temporal stationarity
has been investigated with the estimates of temporal covariances and
frequency-domain energy spectra from the data with different time
window sizes as a function of the data length. The shape of the
estimated frequency-domain energy spectra is consistently maintained
when more than one-half of a year of data is used. This can also be
discussed based on the influence of the number of realizations: the
greater the number of realizations, the greater the number of robust
estimates in the energy spectra, possibly having less statistical noise.
For instance, the estimated energy spectra under more realizations are
11
closer to a constant value of the energy spectrum, and the error bar
of the energy spectra becomes narrow, as can be found in Priestley
(1981) and closely relevant to the sensitivity test of spectral estimates.
As mentioned earlier, the jackknife method has been used to estimate
confidence intervals of the statistical estimates and to evaluate the
convergence of the estimates in this paper (e.g., Emery and Thomson,
1997; Kim et al., 2009).

5.2. Reconstruction of submesoscale coastal currents using high-resolution
SSHs

Recent studies have examined whether open ocean currents at
submesoscale are predominantly geostrophic flows. Sasaki et al. (2014)
reported that submesoscale currents in the open ocean are considered
geostrophically balanced without including tidal forcing in their sim-
ulation, which is essential to obtain a realistic IGW field. Qiu et al.
(2018) found evidence for seasonality in unbalanced (IGWs) motions
as well as in balanced (submesoscale turbulence) surface currents that
were out of phase, with unbalanced dominating in summer and bal-
anced dominating in winter in most of the open ocean, resulting in
seasonality in the transition scale, based on the MITgcm llc4320 global
simulation as an extension of the results of Sasaki et al. (2014). How-
ever, the open ocean current observations find somewhat less season-
ality (e.g., Rocha et al., 2016a) and significant seasonality (e.g., Callies
et al., 2015) in the transition scale between predominantly geostrophic
flows to predominantly ageostrophic flows. Likewise, coastal currents
at submesoscale have predominantly geostrophic flows and predomi-
nantly ageostrophic flows. As a follow-up to the SWOT mission (e.g.,
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Fig. 9. (a) and (b): The degree of geostrophy [geostrophic (𝜅 → 0) and ageostrophic (𝜅 → 1) conditions] and the degree of geostrophic imbalance [dominance of the Coriolis force
(𝜒 → −1) and pressure gradients (𝜒 → 1)], estimated from ROMS-simulated surface currents in 𝖣𝟦 are presented as a function of frequency and cross-shore distance. Two threshold
values of the degree of geostrophy in the frequency domain (𝜅1 = 0.1 and 𝜅2 = 0.2) are marked with red and orange colors in Fig. 9a and b (see Fig. C.1a for comparison). (c) and
(f): Cross-shore depth profile as a function distance from the coast. (d) and (e): The degree of geostrophy and the degree of geostrophic imbalance, estimated from ROMS-simulated
surface currents in 𝖣𝟧 are presented as a function of wavenumber and cross-shore distance. Two threshold values of the degree of geostrophic imbalance in the wavenumber
domain (𝜒1 = 0.1 and 𝜒2 = 0.2) are marked with red and orange colors in Fig. 9d and e. (g) A fractional cumulative variance of the total surface currents (𝑆𝐮; 𝛼 in Eq. (22)),
geostrophic currents (𝑆𝐮𝑔 ; 𝛽 in Eq. (23)), and ageostrophic surface currents (𝑆𝐮𝑎𝑔 ; 𝛾 in Eq. (24)) [see Table 1 for more details]. A magnified view between 0 cpd and 3 cpd is only
presented. Gray boxes indicate primary frequency bands of low-frequency (0 cpd < |𝜎𝐿| ≤ 0.36 cpd), diurnal (0.95 cpd ≤ |𝜎𝐷| ≤ 1.05 cpd), near-inertial (1.21 cpd ≤ |𝜎𝑁𝐼 | ≤ 1.57
cpd), and semi-diurnal (1.90 cpd ≤ |𝜎𝑆 | ≤ 2.05 cpd) frequency bands.
Ubelmann et al., 2014, 2015; Gaultier et al., 2016; Wang et al., 2018),

the conversion from high-resolution SSHs to submesoscale currents

requires careful analysis. Gaultier et al. (2016) and Wang et al. (2018)

reported that the retrieval of current fields under SWOT missions could

be limited to spatial scales of longer than 70 to 85 km. Estimation
12
of currents from satellite SSH observations may require in-situ obser-
vations for calibration, evaluation, and complementary information,
such as HFR-derived surface currents, to complement the circulation
information using constructive data integration to resolve the entire
submesoscale currents. The statistical relationships, such as the spa-
tial covariance between stream function (or velocity potential) and
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Fig. B.1. Wavenumber-domain energy spectra and frequency-domain energy spectra of the ROMS-simulated total surface currents (𝑆𝐮), geostrophic currents for barotropic
components (𝑆𝖡𝖳

𝐮𝑔
) and baroclinic components (𝑆𝖡𝖢

𝐮𝑔
), ageostrophic surface currents (𝑆𝐮𝑎𝑔 ) along the NH line (𝖣𝟣) are presented. Gray auxiliary lines of 𝑘−2, 𝑘−3, and 𝑘−4 spectral

slopes and Garrett–Munk (GM) spectra of currents (𝑆𝖦𝖬
𝐮 ) are marked. Gray auxiliary lines of 𝜎−1, 𝜎−2, 𝜎−3, and 𝜎−4 spectral slopes and GM spectra of currents (𝑆𝖦𝖬

𝐮 ) are marked.
Individual error bars are marked with 95% confidence intervals.
currents, can be applied to estimate an SSH proxy and evaluate the
reconstruction capability (e.g., Kim, 2010; Firing et al., 2014). Be-
yond data integration, idealized theoretical assumptions and dynamical
frameworks, such as surface quasi-geostrophic (SQG) theory, effective
SQG theory (e.g., Qiu et al., 2016; Lapeyre and Klein, 2006; Ponte and
Klein, 2013) and data assimilation techniques (e.g., Carrier et al., 2016
and John Wilkin’s efforts at Rutgers University], can be applied to com-
pletely resolve entire submesoscale currents. In this case, implementing
surface gravity waves, internal waves, tides, and submesoscale pro-
cesses, including baroclinic instability and strain-induced frontogenesis,
can be challenging.

5.3. Ageostrophy of coastal circulation

The ageostrophic components, i.e., residuals in the geostrophic
balance (Eqs. (11) and (12)), in coastal regions can be associated
with wind stress divergence, barotropic and baroclinic tides, asym-
metric pressure gradients, near-inertial surface (or internal) waves,
and IGWs. For instance, the inertial currents have pure-inertial mo-
tions offshore and are modified into near-inertial motions within one
or two internal Rossby radii of deformation from the coast because
they are effectively reduced near the coast due to the influence of
coastal boundaries (e.g., Pettigrew, 1981; Kim and Kosro, 2013; Kim
et al., 2011, 2014, 2015b; Shearman, 2005). The decay of the elliptical
near-inertial currents in geostrophic and ageostrophic flows can be
easily described in the context of the contributions of geostrophy and
ageostrophy. The vertical components of ageostrophic currents are
associated with the internal motions or vertical displacement of the
thermocline. The estimated divergence of surface currents, i.e., veloc-
ity potential-derived vertical currents, should be carefully addressed
regarding their relevance to submesoscale vertical currents.

5.4. General and regional implications

The analysis and findings in this paper can provide lessons in the
delineation of geostrophy and ageostrophy as general and site-specific
implications. The ocean circulation and physical ocean processes off the
Oregon coast include wind-driven coastal upwelling and downwelling
on a straight coastline as a part of air–sea–land interactions, surface
and subsurface near-inertial motions, and barotropic and baroclinic
tides. The simple geometry of coastline and complex oceanographic
conditions allow us to generalize (1) the transition of these physical
processes, (2) the contribution of geostrophy, and (3) the dominant
13
term in the geostrophic balance as a function of a distance from
the coast in the view of extracting meaningful fine-scale ocean pro-
cesses from SSHs obtained from upcoming satellite missions. On the
contrary, as the baroclinic Rossby radius off the Oregon coast is rel-
atively smaller than in other coastal upwelling regions in the Eastern
Boundaries (e.g., Peru Current, Benguela Current, Canary Current, and
West Australian Current), including southern and central California,
regional submesoscale features (e.g., eddies and fronts) appear rela-
tively limited. Thus, the contribution of the ageostrophic components
(e.g., submesoscale processes), presented in this paper can be evaluated
with observations and numerical model simulations in other coastal
upwelling regions. Moreover, artifacts associated with finite spatial
differentiation of high-resolution model SSHs should be evaluated with
other coastal upwelling regions.

Additionally, in this region, comprehensive data sets are available
to evaluate high-resolution satellite SSH observations, such as the
concurrent in-situ observations from various platforms at the ocean
surface and subsurface (e.g., HFRs, gliders, NH line, moorings, satellite
remote sensing, including coastal altimetry) (e.g., Barth et al., 2019),
cross-validated numerical model simulations (e.g., ROMS), and data
assimilated products (e.g., Kurapov et al., 2017) on the ocean circula-
tion from mesoscale to submesoscale. Thus, it would be an excellent
venue to derive the general and regional implications by evaluating
the geostrophic and ageostrophic properties in other coastal upwelling
regions.

6. Conclusions

We investigate statistical and spectral representations of the high-
resolution surface currents and SSHs off the Oregon coast to examine
the relative contribution of geostrophy and ageostrophy in coastal
ocean currents. We analyze forward numerical simulations based pri-
marily on ROMS and use regional observations of HFR-derived sur-
face currents and altimeter-derived geostrophic currents and a sub-
set of global domain numerical simulations (MITgcm) as secondary
references.

The regional submesoscale ageostrophic currents account for up
to 50% of the total variance and are primarily associated with near-
inertial currents and internal tides. Geostrophy becomes dominant at
time scales longer than 3 to 10 days and at spatial scales longer
than 50 km, and it shows dependence on the water depth and cross-
shore distance, associated with the frictional balance in the nearshore
and boundary-free geostrophic balance in the offshore region. The
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geostrophic imbalance, as an indicator of the mismatch in the
geostrophic balance, shows that the Coriolis term becomes dominant in
the near-inertial frequency band and that the pressure gradient term be-
comes dominant in the super-inertial frequency band. These correspond
to the near-inertial motions and high-frequency internal waves/tides,
respectively. Estimation of currents from satellite SSH observations can
be complemented by other concurrent high-resolution observations,
including HFR-derived surface velocities and surface drifter-derived
tracks. Additional high-resolution observations and data assimilation
techniques that stitch the observations and numerical models together
will help resolve submesoscale currents correctly in the perspectives of
constructive data integration.

This work will provide a way to better understand how well geostro-
phy and ageostrophy represent the ocean current field at fine scales
in coastal regions and apply to the observations of the sea surface
height field at a very high spatial resolution from the upcoming satellite
missions.
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Appendix A. Dispersion relationship of the Boussinesq IGWs

The dispersion relationship of the Boussinesq IGWs (e.g., Munk,
1981; Qiu et al., 2018) at the 𝑗th vertical mode in the wavenumber
and frequency domains is overlaid on the azimuthally averaged energy
spectra of the surface currents to visually compare the existence of
IGWs in the surface currents:

𝜎2𝑗 =
𝖭2𝑘2ℎ + 𝑓 2

𝑐 𝑚
2
𝑗

𝑘2 + 𝑚2
+ 𝐔 ⋅ 𝐤ℎ, (A.1)
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ℎ 𝑗 f
where 𝐔 and 𝖭 denote the background horizontal currents and regional
buoyancy frequency (cpd), respectively.

𝑚𝑗𝐻 = 𝑗𝜋, (A.2)

where 𝑚 and 𝐻 indicate the vertical mode (𝑗 ∈ , 𝑗 = 1,… , 5) and
he effective water depth (m), respectively. The last term in Eq. (A.1)
ndicates the frequency shift associated with background horizontal
urrents, which may yield the non-zero frequency and wavenumber
rossings of the dispersion curves.

ppendix B. Barotropic and baroclinic components in the
eostrophic currents

The geostrophic currents can be considered as the barotropic (𝖡𝖳)
nd baroclinic (𝖡𝖢) components,

𝑢𝑔(𝑥, 𝑦, 𝑧) = 𝑢𝖡𝖳𝑔 (𝑥, 𝑦) + 𝑢𝖡𝖢𝑔 (𝑥, 𝑦, 𝑧) = −
𝑔
𝑓𝑐

𝜕𝜂(𝑥, 𝑦)
𝜕𝑦

−
𝑔
𝑓𝑐

𝜂(𝑥, 𝑦)
𝜌(𝑥, 𝑦, 𝑧)

𝜕𝜌(𝑥, 𝑦, 𝑧)
𝜕𝑦
(B.1)

𝑣𝑔(𝑥, 𝑦, 𝑧) = 𝑣𝖡𝖳𝑔 (𝑥, 𝑦) + 𝑣𝖡𝖢𝑔 (𝑥, 𝑦, 𝑧) =
𝑔
𝑓𝑐

𝜕𝜂(𝑥, 𝑦)
𝜕𝑥

+
𝑔
𝑓𝑐

𝜂(𝑥, 𝑦)
𝜌(𝑥, 𝑦, 𝑧)

𝜕𝜌(𝑥, 𝑦, 𝑧)
𝜕𝑥

,

(B.2)

and the ageostrophic currents are the residual currents that geostrophic
currents are removed from the total currents (Eqs. (13) and (14)). The
variance of the baroclinic components of the geostrophic currents (𝑆𝖡𝖢

𝐮𝑔
)

is relatively small (Fig. B.1).

Appendix C. Geostrophic and ageostrophic Rossby number

The relative vorticity normalized by the local Coriolis frequency
(𝜁∕𝑓𝑐), i.e., the Rossby number (𝜉), can be decomposed into both
geostrophic and ageostrophic components,

𝜉 =
𝜁
𝑓𝑐

=
𝜁𝑔 + 𝜁𝑎𝑔

𝑓𝑐
= 𝜉𝑔 + 𝜉𝑎𝑔 , (C.1)

here 𝜁 and 𝑓𝑐 denote the vertical component of relative vorticity and
ocal Coriolis frequency, respectively.

The normalized relative vorticity (𝜉𝑔) of the geostrophic currents,
eostrophic Rossby number, is given by the Laplacian of the SSHs
Eq. (C.2)):

𝑔 =
𝑔
𝑓 2
𝑐

(

𝜕2𝜂
𝜕𝑥2

+
𝜕2𝜂
𝜕𝑦2

)

=
𝑔
𝑓 2
𝑐
∇2
ℎ𝜂. (C.2)

Similarly, although the ageostrophic Rossby number (𝜉𝑎𝑔) can be
stimated to have the geostrophic Rossby number (Eq. (C.2)) removed
rom the total Rossby number, it may contain nonphysical signals and
oise.

The ageostrophic Rossby number can be identified with (1) the
esidual Rossby number where 𝜅 is less than 𝜅1 (𝜅 ≤ 𝜅1) in the
eostrophic frequency band (𝜎𝑔) in Eqs. (19) and (21),

𝑎𝑔 = 𝜉 −
𝑔
𝑓 2
𝑐
∇2
ℎ𝜂, (C.3)

and (2) the normalized relative vorticity of total currents where 𝜅
xceeds 𝜅1 (𝜅 > 𝜅1) in the ageostrophy frequency band (𝜎𝑎𝑔) in Eqs. (19)
nd (21),

𝑎𝑔 = 𝜉. (C.4)

Specifically, once two frequency bands are identified from variance
istribution of the Rossby number as a function of frequency and cross-
hore distance, the time series of the Rossby number can be estimated

rom the inverse Fourier transformation of the Fourier coefficients of

https://data.nas.nasa.gov/ecco/data.php
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Fig. C.1. (a) Meridionally averaged power spectral density (log10 scale; s−2 cpd−1) of ROMS-simulated normalized vorticity [𝜉 = 𝜁∕𝑓𝑐 = (𝜕𝑣∕𝜕𝑥 − 𝜕𝑢∕𝜕𝑦) ∕𝑓𝑐], estimated from total
surface currents in 𝖣𝟦 are presented as a function of cross-shore distance. Two threshold values of the degree of geostrophy in the frequency domain (𝜅1 = 0.1 and 𝜅2 = 0.2;
Fig. 9a and b) are marked as red and black in Fig. C.1a as references. The left-hand-side and right-hand-side of these threshold curves correspond to the frequency bands where
geostrophy and ageostrophy are dominant, respectively. (b) A fractional cumulative variance of the total Rossby number (𝑆𝜉 ; 𝛼 in Eq. (22)), geostrophic Rossby number (𝑆𝜉𝑔 ; 𝛽
in Eq. (23)), and ageostrophic Rossby number (𝑆𝜉𝑎𝑔 ; 𝛾 in Eq. (24)) [see Table 1 for more details]. A magnified view between 0 cpd and 3 cpd is only presented. Gray boxes
indicate primary frequency bands of low-frequency (0 cpd < |𝜎𝐿| ≤ 0.36 cpd), diurnal (0.95 cpd ≤ |𝜎𝐷| ≤ 1.05 cpd), near-inertial (1.21 cpd ≤ |𝜎𝑁𝐼 | ≤ 1.57 cpd), and semi-diurnal
(1.90 cpd ≤ |𝜎𝑆 | ≤ 2.05 cpd) frequency bands.
the Rossby number in the finite frequency bands (𝜎𝑔 and 𝜎𝑎𝑔) using
slow Finite Fourier Transform (FFT) (e.g., Kim et al., 2015a):

𝜉𝑔(𝐱, 𝑡) = Re

[

∫𝜎𝑔
𝜉 (𝐱, 𝜍) 𝑒𝑖𝜍𝑡d𝜍

]

, (C.5)

𝜉𝑎𝑔(𝐱, 𝑡) = Re

[

∫𝜎𝑎𝑔
𝜉 (𝐱, 𝜍) 𝑒𝑖𝜍𝑡d𝜍

]

, (C.6)

where 𝜉 denotes the Fourier coefficients of the Rossby number.
For instance, the variance distribution of the Rossby number is pre-

sented as a function of frequency and cross-shore distance (Fig. C.1a).
As the Rossby number and SSHs may not be simply decomposed into
their geostrophic and ageostrophic components, the threshold degree
of geostrophy (𝜅1) is applied (Fig. C.1a). The normalized vorticity con-
tains approximately 80% of the total variance as geostrophic variance
(Fig. C.1b and Table 1). The fraction of geostrophy of currents and
Rossby number is distributed differently in the frequency domain. For
instance, the diurnal, semi-diurnal, and near-inertial variance in Rossby
number become insignificant, i.e., low fraction of ageostrophic Rossby
number, and the geostrophic Rossby number at low frequency accounts
for approximately 70% of the total variance (Fig. C.1b and Table 1).
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