
Fig. 1 We aim for homogeneous automatic assessment of Twitter data over time and analyse the content of
42,186 tweets containing selected keywords related to flooding [6] posted in German since 2014
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Results and Challenges
• Social media contains a lot of irrelevant 

information. This requires a lot of filtering and 
data preprocessing.

• We can see difference between the topics
representing flash floods and riverine flooding. 

Aim
• We analyze differences between topics arising on social media 

for events with a high impact compared to less devastating 
floods that occurred in the past based on 42,000 tweets.

• Our approach can contribute to modelling risk communication, 
behavioral drivers, and social interactions in relation to 
different types of floods identifying indirect flood impacts that 
are not reported in traditional flood documentation

Background
• Risk communication and flood-related citizens’ behaviors,

attitudes, and perceptions before, during, and after the
flood are currently understudied.

• Social media data can be used to understand human
behavior, as warnings, intensity and impact are reflected in
social media topics [1].
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Pretrained Sentence Transformer model that maps the input 
tweets to a 384 dimensional dense vector space [3].

02
Uniform Manifold Approximation and Projection for Dimension 
Reduction [4]. The embeddings extracted from the SentenceBERT
Transformer are reduced, to improve the clustering performance. 
We used a semi-supervised approach to fit the UMAP model to 
make use of partially labelled data (n=100). 

03

Hierarchical Density-Based Spatial Clustering of Applications with Noise [5]
1. Transform the space to spread out points that are not in dense areas
2. Constructing a minimum spanning tree graph to extract dense areas. 
3. Convert the trees to cluster hierarchy by sorting the edges
4. Use the minimum cluster size to condense trees and select clusters.

04
Comparing the frequency of a word in a respective class
to the frequency of this word across all classes [2]

Conclusion & Challenges
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Social media data contains a lot of topics that can be considered as
noise from the point of view of flood risk assessment (Fig. 2). This 
makes automatization of topic detection difficult. 

Data

Fig. 2 Here, we show the 10 most common topics in the whole dataset (Fig. 1).
Bubble areas show the proportion of tweets associated with a topic. 
Topics can be represented by their 3 most common words. 
Tweets labelled as noise were excluded from the analysis (n = 12,513). 

Results - Topics

Abstract

Fig. 3 Occurrence of the 10 most common topics (Fig. 2) over time
for 3 specific events marked in Fig. 1. Stacked bar charts show the
number of tweets assigned with a topic. Tweets were aggregated
per week. The plots represent intermediate results and some 
topics such as “south germany, Berlin, Frankfurt” may also be
considered as noise.
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the full abstract

Topics of tweets vary between events of different type. During flash
floods evacuations and fatalities/missing people are reported, while
there are more warnings circulated before riverine floods (Fig. 3).

To refine this analysis we will manually merge and extract topics of
interest for flood related human behavior, indirect impacts (e.g. on 
the traffic) and emergency management.

The area of this bubble
represents 218 tweets
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Results – Time Series

logo source: https://assets.stickpng.com/images/580b57fcd9996e24bc43c53e.png
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