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Abstract

The development of a knowledge repository for climate science data is a multidisciplinary effort between the domain experts (cli-
mate scientists), data engineers whos skills include design and building a knowledge repository, and machine learning researchers
who provide expertise on data preparation tasks such as gap filling and advise on different machine learning models that can exploit
this data. One of the main goals of the CA20108 cost action is to develop a knowledge portal that is fully compliant with the FAIR
principles for scientific data management. In the first year, a bespoke knowledge portal was developed to capture metadata for
FAIR datasets. Its purpose was to provide detailed metadata descriptions for shareable micrometeorological data using the WMO
standard. While storing Network, Site and Sensor metadata locally, the system passes the actual data to Zenodo, receives back the
DOI and thus, creates a permanent link between the Knowledge Portal and the storage platform Zenodo. While the user searches
the Knowledge portal (metadata), results provide both detailed descriptions and links to data on the Zenodo platform.

Keywords: Metadata Repositories, micrometeorological data, FAIR principles, Knowledge Portal

1. Introduction and Background

One of significant challenges of 21st century, climate change
is accelerating [6], together with the frequency and intensity
of weather-related natural hazards and extreme events [19]. A
solid strategic plan for addressing weather and changing cli-
mate relies on high spatial density and good quality of site-
specific observations and measurements. This is crucial in order
to obtain the necessary high-resolution numerical weather pre-
diction, climate, agricultural, environmental and urban simula-
tion models. This creates the need for adequate measurement
methods and strategic planning for establishing application-
oriented datasets, where some form of knowledge management
can significantly contribute to, and set new and innovative stan-
dards.

Reliable and robust spatial and temporal data describing the
environmental conditions acquired from micrometeorological
data should provide a platform for the assessment and mod-
elling of both trends and effects of climate change (CC) and
events such as adverse weather conditions on the environment
across different ecosystems. In Europe, significant efforts have
been made to centralise data from ground-based (at a synoptic
scale) and satellite measurements, weather and climate simu-
lations and by creating repositories such as COPERNICUS [2]
and ECMWF [3], which are available for public use. While
these well established data sources are broadly employed in re-
search, education and economics, what is missing from these
repositories is micrometeorological data: data addressing me-
teorological conditions of micro-environments, that are both
open and available to scientific researchers, stakeholders and
other interested user groups.

Micrometeorological data is generally created as part of sci-

entific projects and observational networks developed for dif-
ferent purposes, but they often languish in reports, institutional
data stores, or worse, personal computers. To address this fail-
ure to fully exploit this rich source of knowledge, the FAIR-
NESS Cost Action [4] was funded to establish a micrometeoro-
logical knowledge share platform. Among its principal goals
are: a repository of available and quality proven European (and
beyond) micrometeorological in situ datasets; the management
of this data so that it complies to FAIR principles [18]; the nor-
malisation of data quality and gap filing functions; to provide
rich metadata descriptions for micrometeorological data; and
to make available, both rural and urban FAIR datasets.

1.1. Cost Action Motivation

Weather station networks are installed to monitor synop-
tic scale processes, as part of the Global Climate Observation
System (GCOS). However, these networks are not sufficiently
fine-grained to generate data about the state of the atmosphere
at the micro-scale level. Current high-quality micrometeoro-
logical databases focus on tower measurements and surface-
atmosphere flux exchange [9, 13] to provide information about
the lower atmosphere. They are organised within permanently
operating European (European Fluxes database cluster) or US
(e.g. FLUXNET [5]) flux measurement networks and initia-
tives. However, spatial coverage is and will remain limited
due to significant investment and maintenance costs. In terms
of researchers, the target base for the FAIRNESS Cost Action
is primarily, networks of Automated Weather Stations (AWSs)
installed in rural, sub-urban and urban areas as part of vari-
ous agrometeorology projects, such as pest and disease warning
systems, forest, urban and environmental meteorology [7, 12].
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One of major weaknesses with existing projects is the lack of
findability, accessibility, interoperability and reusability of the
data: they fail to meet the FAIR Guide Principles in managing
data and metadata [18].

Figure 1: KSP Landing Page

This paper describes the efforts of researchers within the
CA20108 Cost Action [4] to design and build a knowledge por-
tal [10, 11] in which to store micrometeorological metadata
in order to make large volumes of available data FAIR compli-
ant and where possible, openly available. Figure 1 shows the
landing for the current version of the FAIR Knowledge Portal
where published network metadata is displayed. Potential ben-
efits to a successful deployment of the knowledge portal are:
better understanding of the current state of small-scale climate
change and adverse weather effects in rural and urban areas;
enhanced planning of field crop operations (irrigation), plant
protection measures (spraying), improved and more effective
forestation; enhanced planning of urban energy consumption;
improved adaptation options for fighting carriers of dangerous
viruses; organisation of more effective surveillance of invasive
species such as Aedes albopictus.

Paper Structure. In §2, we provide a brief overview of
FAIR principals and reference some initial efforts on the appli-
cation of FAIR metrics to an existing project; In §3, we present
a discussion on searching using the Knowledge Portal; In §4, a
brief overview of system analytics are presented; and finally in
§5, the paper finishes with conclusions.

In the remainder of the paper, the term FAIRNESS is used to
refer to the FAIRNESS CA20108 Cost Action and FKP refers
to the FAIRNESS Knowledge Portal.

2. Application of FAIR Metrics

The main goal and objectives of FAIRNESS are fully focused
on the open science concept as one of the main pillars of future
scientific strategy and are in line with several mission areas.
Thus, it is useful to understand and test the FAIR metrics.

We begin with a brief recap of the FAIR principles.

• Findable. Machine-readable metadata is required for au-
tomatic discovery of datasets and services. Using the

Figure 2: Findable Metadata: Initiate Search

KPG, a metadata description is supplied by the data own-
ers for all micro-meteorological data shared on the system
which subsequently drives the search engine, using key-
words or network, site and sensor search terms. In figure
2, the method for retrieving metadata in the current version
of the FKP is shown as a series of search fields: Country,
Region, Local Environment, Seasonality and Dates. This
is currently being expanded to include keyword searches
across a broader range of metadata descriptions.

• Accessible. When datasets matching the search criteria
have been identified (see figure 3), network details are pro-
vided on the results page. Assuming data is freely acces-
sible, Zenodo DOIs and links are provided for direct data
access.

• Interoperable. Data interoperability means the ability to
share and integrate data from different users and sources
[16]. This can only happen if a standard (meta) data model
is employed to describe data, an important concept which
generally requires data engineering skills to deliver. In the
FKP, the WMO guide provides the design and structure for
metadata.

• Reusable. To truly deliver reusability, metadata should be
expressed in as detailed a manner as possible. In this way,
data can be replicated and integrated according to differ-
ent scientific requirements. While the FKP facilitates very
detailed metadata descriptions, not all metadata is compul-
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sory as it was accepted that in some cases, the overhead in
providing this information can be very costly.

Figure 3: Search Results

It should be noted at this point that the original FAIR specifi-
cation for data was relatively abstract, potentially leading to dif-
ferent interpretations. Some efforts have been made to further
clarify the FAIR principles and even suggest ways to strengthen
the original description [1]. This was achieved by examin-
ing existing open repositories such as EOSC and providing a
deeper examination of how to assess some measure of FAIR
for repositories. Interoperable data warehouses, including those
constructed to use the XML standard such as [14], provide an
guide to developing an infrastructure for FAIR repositories that
utilise a common data model. This should form the core of
any Knowledge Portal or these portals will struggle with the In-
teroperable principle for FAIR. During the development of the
FKP, efforts were made to provide more detail on what con-
stitutes FAIR and began by focusing on a standard data model
(WMO GAMP [20]) to capture metadata descriptions. This de-
sign decision ensures an underlying support for FAIR in that
it delivers the Interoperable principle for all FKP metadata and
data.

In [8], the authors present a case study which details the ap-
plication of a FAIR test for micrometeorological data. This ex-
tensive self assessment of PIS micrometeorological comprised
four phases: an initial self assessment to identify any lack of ba-
sic features using self assessment tools; qualitative self assess-
ment to test the quality of existing solutions and identify room
for improvement; the identification of tools, methods and algo-
rithms necessary to implement findings from the first 2 steps;
and the execution and testing of one segment of a Forecasting
and Reporting Service for Plant Protection in Serbia.

This paper reported the degree to which the forecasting and
reporting data was FAIR compliant by testing against all 16
FAIR metrics (each of the 4 principles has 4 tests) with ba-
sic categories of Yes, No, Partial for each test. The Findable
metrics are: a persistent identifier must be assigned to data
(F1); there are rich metadata describing the data (F2); the meta-
data are online in a searchable resource (F3); and the meta-
data record specifies the persistent identifier. For these, the test
dataset scored 2 Yes and 2 Partial responses. The Accessible
test metrics are: following the persistent ID must lead to data
or associated metadata (A1); the protocol by which data can be

retrieved follows recognised standards (A2); the access proce-
dure must include authentication and authorisation steps (A3);
and metadata is accessible where possible even when data is
not open or FAIR (A4). For Accessible metrics, the test dataset
scored 2 Yes and 2 Partial responses. The Interoperable met-
rics are: Data is provided in a commonly understood and prefer-
ably open format (I1); metadata follows relevant standards (I2);
controlled vocabularies, keywords, thesauri or ontologies are
used where possible (I3); and qualified references and links are
provided to all related data (I4). For Interoperable metrics, the
test dataset scored just one Yes for I2 and 3 Partial responses.
The Reusable metrics are: data are accurate, well described
with many relevant attributes (R1); data have a clear and acces-
sible data usage license (R2); Clarity as to why and by whom
data have been created and processed (R3); and data and meta-
data meet relevant domain standards (R4). This final test saw
another 2 Yes and 2 Partial responses.

Figure 4: Examining Search Results

Conducted before the development of the FKP, it provided
useful guidelines as to how to incorporate a FAIR test into the
FKP and encouraged a focus on the Interoperability metric as
this is the most difficult metric on which to achieve full confor-
mance.

3. Micro Climate Knowledge Portal

In this section, we use a medium sized micrometeorologi-
cal network to demonstrate features in the current version of
the FKP. The research project which generated this dataset [17]
resulted in the construction of the Novi Sad Urban Network
(NSUNET), a collection of 28 remote stations and 2 servers
built solely on opensource technologies. It’s goals were the
monitoring of climate incidents; the acquisition of long-term
meteorological data from the urban area of Novi Sad; in ad-
dition to the early warning notification to the city emergency
services of the current urban weather conditions. One of the
major benefits of this type of deployment was its ability to op-
erate at a low Internet service fee, and ensure high reliability
and performance on low-budget hardware [17]. Here, we can
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Figure 5: Examining Site Details

use this network to show some of the search features where it
was one of the 2 networks located during the search initiated
in figure 2 and displayed in the results in figure 3 as Novi Sad
Urban Network.

The dataset stored on the FKP represents a subset of the
data from the original experiment, and is openly available [15].
Metadata describes air temperature data captured hourly from
12 of the urban sites in Novi Sad over a period of 2 years cov-
ering 2016 and 2017. There are 2 datasets in the collection:
one dataset provides details about the 12 sites at which the tem-
perature sensors are placed, while the second file contains air
temperature data at the 12 locations. In all, the second dataset
contains 17,544 instances of air temperature data. The tem-
perature data has been cleaned and gap-filled so there are 24
measures at each site for each day. Once the target network
is selected from the results page, figure 4 displays the network
metadata together with a interactive map with pin locations for
each of the 12 sites. The FKP portal supports a drilldown to
view the sites as show in figure 5.

Users can then drill down further to examine the metadata for
any given site. Figure 6 displays the metadata captured for one
of the sites in the Novi Sad network.

4. KSP Analytics

Dimensional analytics are in place to monitor the volume
and size of networks in the system, and provide some level of
coverage in terms of network types, dates and geographic loca-
tions. By dimensional analysis, it means that FKP metadata can
be analysed by: network, geographical location, dates, and ur-
ban/rural values. Drilldowns then support 2- or 3-dimensional
analyses where dimensional metrics can be combined. For ex-
ample, it is possible to count or locate the number of urban
networks for a specific date range,for a specific country.

Figure 6: Specific Site Details

Current metrics include: network count; average size of net-
work (number of sites); dates and size of datasets per net-
work/site; numbers and types of sensors in each site.

5. Conclusions

In this paper, we presented the FAIRNESS Knowledge Por-
tal which was developed as part of the CA20108 Cost Action
[4], using a step-by-step guide to demonstrate searching and
browsing network micrometeorological metadata. The current
version of the FKP (v2.0) is open only to members of the Cost
Action as we are still effectively in testing mode with the ongo-
ing development of new features. This status is due to change
at the end of the Cost Action when access will be open to the
wider climate science community. Current plans include new
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Tools and Services to assess the quality of data, including the
level of gaps and in some cases, machine learning tools will
be provided to provide gap filling for datasets that meet certain
criteria.

References

[1] D’Aquin et. al. FAIREST: A Framework for Assessing Research Reposi-
tories Data Intelligence 5 (2023). DOI: 10.1162/dint a 00159.

[2] COPERNICUS: The European Union Earth Observation programme,
2019. At: copernicus.eu/

sites/default/files/Brochure Copernicus 2019%20updated 0.pdf
[3] European Centre for Medium-Range Weather Forecasts. User Guide, 2011.

At: https://confluence.ecmwf.int/display/FUG/Forecast+User+Guide
[4] FAIR Network of micrometeorological measurements, EU Cost Action,

2021. At: https://www.fairness-ca20108.eu/

[5] https://fluxnet.org/data/. Last updated: 2020.
[6] Intergovernmental Panel on Climate Change. Global Warming of 1.5°C,

2019. Available at:
https://www.ipcc.ch/site/assets/uploads/sites/2/2022/06/

SR15 Full Report HR.pdf
[7] Lalic et al. Landscape Phenology Modelling and Decision Support in Ser-

bia. In Landscape Modelling and Decision Supports, Mirschel et al. (eds),
Springer, 2020. DOI 10.1007/978-3-030-37421-1 29.

[8] Lalic B., Koci I., and Roantree M. FAIRness of micrometeorolog-
ical data and responsible research and innovation: an open frame-
work for climate research. Proceedings of 2nd AGROECOINFO, Greece,
2022. Available at: https://doras.dcu.ie/28012/1/Lalic.Koci.Roantree-
Open.Framework.for.Climate.Research.pdf

[9] Lappalainen et. al. The Silk Road agenda of the Pan-Eurasian Ex-
periment (PEEX) program, Big Earth Data, 2:1, 8-35, 2018. DOI:
10.1080/20964471.2018.1437704

[10] Loebbecke, Claudia and Crowston, Kevin, ”Knowledge Por-
tals: Components, Functionalities, and Deployment Chal-
lenges” (2012). ICIS 2012 Proceedings 6. Available At:
https://aisel.aisnet.org/icis2012/proceedings/KnowledgeManagement/6

[11] McCarren et. al. Anomaly Detection in Agri Warehouse
Construction. Proceedings of the Australasian Computer
Science Week (ACWS), ACM Press, 2017. Available at:
https://dl.acm.org/doi/pdf/10.1145/3014812.3014829

[12] Muller et. al. Decadal variations in the global atmospheric land temper-
atures. Journal of Geophysical Research: ATMOSPHERES, VOL. 118,
5280–5286, 2013.

[13] Pastorello et. al. A New Data Set to Keep a Sharper Eye on Land-
Air Exchanges. EOS Earth & Space Science News. 98, 2017. DOI:
10.1029/2017EO071597.

[14] Roantree M. and Liu J. A heuristic approach to selecting views for ma-
terialization. Software: Practice and Experience 44(10), pp. 1157-1179,
Wiley, 2014.

[15] Savic S., Secerov I., Dunjic J., and Milosevic D. Hourly Air Temper-
ature Datasets from city of Novi Sad - NSUNET system, 2023. DOI:
10.5281/zenodo.7738093.

[16] Scriney M. et. al. Automating Data Mart Construction from Semi-
structured Data Sources. The Computer Journal, Volume 62, Issue 3, pp
394–413, 2019. https://doi.org/10.1093/comjnl/bxy064
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