
Run hydrologic 
model

Promoting Open and Transparent 
Hydrologic Modeling 

Many open-source workflows, tools and self-
contained modules exist. These can promote 

efficiency, transparency and collaboration along all 
steps in the hydrologic modelling chain. Example 

modelling workflow below, tools on the sides.
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1. Regime classification

2. Streamflow pre-processing

Daily streamflow 
station observations 3 streamflow peak metrics Circular statistics

Circular statistics are computed on daily streamflow station observations to
identify nival basins. We then sub-select nival basins with at least 20 years
of overlapping SWE – Q data.

3. SWE pre-processing
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4. Forecasting

5. Hindcast verification
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Ensemble hindcasts

Deterministic and probabilistic verification metrics are computed to measure
various aspects of the forecast quality, with bootstrapping.
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Gap filling with linear 
interpolation for gaps ≤ 15 days

Aggregations for target periods (example for 1 year)
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Precipitation daily station data accumulated over water years
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Donor station selected for each new gap to fill if:
ü Donor station has data for the gap +/- 7 days.
ü Donor station has a CDF for this DOY +/- 7 days.
ü Correlation between the donor and target stations is

the highest across all other donor stations and ≥ 0.6.
If these conditions are met, a target value is obtained
through quantile mapping.

FROST-BYTE/notebooks/1_RegimeClassification.ipynb

FROST-BYTE/notebooks/2_DischargePreprocessing.ipynb

FROST-BYTE/notebooks/3_SWEPreprocessing.ipynb

FROST-BYTE/notebooks/4_Forecasting.ipynb

FROST-BYTE/notebooks/5_HindcastVerification.ipynb

Daily streamflow timeseries are aggregated to seasonal volumes.

SWE station timeseries are gap filled using a combination of linear
interpolation and quantile mapping from neighbour SWE and P stations.
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OLS model + ensemble dressing
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New ensemble volume hindcasts
are generated on the 1st of each
month between Jan. and Sep. using
Principal Component Regressions.

Hindcasts initialized 
on 1st Jul 

Hindcasts initialized 
on 1st Aug 

Hindcasts initialized 
on 1st Sep 

PC1 initialization date X

Vo
l. 

ta
rg

et
 p

er
io

d 
Y

Forecasting with leave-one-out cross-validation (step 
repeated for each initialization date - target period)
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Bootstrapping with replacement (example for 4 
years A B C D) Verification metrics calculations

We draw 100 
random samples of 
hindcast – obs. pairs, 
with replacement.

1st Jan – 30th Sep volume

1st Feb – 30th Sep volume

1st Mar – 30th Sep volume
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1st May – 30th Sep volume

1st Jun – 30th Sep volume

1st Jul – 30th Sep volume
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• Python package to estimate Sobol’ sensitivity 
indices from existing simulations

• Computationally frugal
• Access:

• https://github.com/CH-Earth/pyviscous
• pip install pyviscous
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• Python package to map data from one spatial 
configuration to another

• Multiple workflow examples available
• Access:

• https://github.com/ShervanGharari/EASYMORE
• pip install easymore

• Authors: Andy Wood, Hongli Liu
• Python code to process forcing data and delineate 

Hydrologic Response Units (HRUs)
• Access:

• https://github.com/NCAR/watershed_tools 

Access: https://github.com/CH-Earth/FROSTBYTE/ 
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User interaction after workflow setup has been prepared is minimal 

Data standardization layer: preceding steps ensure data reaches this point in predefined formats.(e.g. GeoTIFF, netCDF) 

WORKFLOW PREPARATION 
Goal: Initialize workflow execution 

Actions: 
- Create data folder structure separate from code folder 
- Make domain discretization accessible 
- Define workflow settings 

Models may require the model-
ing domain to be discretized in-
to model elements. Here, these 
take the shape of sub-basins 
and river segments, stored as 
polygons in an ESRI shapefile. 

MODEL-AGNOSTIC PREPROCESSING 
Goal: Prepare meteorological and geospatial input data  

Actions: 
- Download raw meteorological and geospatial data 
- Data-specific processing (e.g. set consistent Coordinate  
   Reference Systems, ensure standard file formats) 
- Subset data to domain of interest 

(left to right) Digital 
Elevation Model, 
soil classes and 
land classes, stored 
as pixel values in  
GeoTIFF files. 

(OPTIONAL) REMAPPING 
Goal: Unify spatial discretization of data and model  

 elements  

Actions: 
- Map preprocessed input data onto model elements  
  (e.g. re-grid, grid-to-polygon, etc)  

MODEL-SPECIFIC PREPROCESSING 
Goal: generate simulations with chosen models and data 

Actions: 
- Convert model-agnostic input data to model-specific  
   input files 
- Install model(s)  
- Run model(s) to generate simulations 

Models can be  quite particular 
in how they expect their input 
data. Separating  
model-agnostic and model-
specific processing steps lets 
the preprocessed data feed effi-
ciently into multiple models. By 
standardizing model-agnostic 
output formats, new data can 
be used without changing mod-
el-specific code. 

ANALYSIS AND VISUALIZATION  
Goal: Answer questions of interest 

Actions: 
- Analyze model simulations 
- Visualize findings 

Often, more effort goes into cre-
ating functional model setups 
than into analyzing model simu-
lations. Using standardized 
workflows streamlines model 
configuration tasks, leaving 
more time for analysis, and also 
leads to increased reproducibil-
ity and transparency of ob-
tained results. 

Top: sub-basin polygons (step 
1) are superimposed on gridded 
meteorological data and pixel-
based geospatial data (step 2). 
 
Bottom: a representative value 
is determined for each polygon. 
Here, gridded source data are 
converted into an area-weighted 
mean value. Other statistical op-
erators such as the mode or 
counts are possible too. 

Access: https://github.com/CH-Earth/CWARHM/ 

Access: 
• https://github.com/LLNL/sundials 
• https://git.cs.usask.ca/kck540/SummaActors
• https://github.com/seantrim/summa/tree/de

velop_refactor_Newton  

Access: https://github.com/ESCOMP/mizuRoute/ 

Enhancements:

- Snakemake 

workflow 
management

(Dave)
- Model Agnostic

Framework

(Alain, Kasra)

Previously neglected processes

Data-driven forecasting Workflows

Numerical implementation

Lakes and reservoirs

Spatial discretization

Sensitivity analysis

Data remapping

SUNDIALS: 
Spiteri et al. (JAMES, under review)
Actors: 
Klenk & Spiteri (Cluster Computing)
Refactor: 
Trim et al (in prep)

Improving modularity and interoperability: Code refactoring

• Object-oriented approaches in Fortran
• Initialize/finalize steps allow generalized interfacing
• Works with any data structures desired
• Concise and modular code

Improved parallelization: The Actors modelImproved numerical solvers: SUNDIALS

wouter.knoben@ucalgary.ca

Presentation w/ details:

https://github.com/CH-Earth/pyviscous
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