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The earth and atmospheric sciences research community has an 
unprecedented opportunity to exploit the vast amount of data available 
from earth observation (EO) satellites and earth system models (ESM). 
Smaller and cheaper satellites with reduced operational costs have 
made a variety of EO data affordable, and technological advances have 
made the data accessible to a wide range of stakeholders, especially 
the scientific community (EY, 2023). The NASA ESDS program alone is 
expected to host 320 PB of data by 2030 (NASA ESDS, 2023). The ascent 
and application of artificial intelligence foundation models (FM) can be 
attributed to the availability of large volumes of curated data, 
accessibility to extensive compute resources and the maturity of deep 
learning architectures, especially the transformer (Bommasani et al., 
2021).

Developing a foundation model involves pretraining a suitable deep 
learning architecture with large amounts of data, often via self 
supervised learning (SSL) methods. The pretrained models can then be 
adapted to downstream tasks via fine tuning, requiring less amount of 
data than task-specific models. Large language models (LLM) are likely 
the most common type of foundation encountered by the general 
public. Vision transformers (ViT) are based on the LLM architecture and 
adapted for image and image-like data (Dosovitskiy, et. al., 2020), such 
as EO data and ESM simulation output.

We are in the process of pretraining a Shifted Window Transformer, 
abbreviated as SwinT-V2 (Liu et al, 2021 and 2022), model for the 
earth’s atmosphere using a select few bands of 1-km Level-1B MODIS 
radiances and brightness temperatures, from the NASA Terra and Aqua 
satellites respectively. We are planning to use 200 million image chips 
of size 128x128 pixels. We are exploring three SwinT-V2 models of sizes 
100 million and 600 million and 1.4 billion parameters respectively. The 
pretrained models will be finetuned for cloud classification and 
evaluated against AICCA. We will discuss our experiences involving data 
and computing experiments, and present preliminary results.

Opportunities and challenges

Figure 1: Spontaneously generated tropical cyclone (TC)  in the 1km atmosphere-only simulations on Summit. Mean sea level pressure [hPa] is shown in contours and shading shows instantaneous precipitation rate in 
[mm/day]. TC hitting the west coast of Florida (left); passage of TC from Florida to the North Atlantic (right); and merging of the TC with the extratropical cyclone in the North Atlantic (right).

Preliminary results
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We have designed two sets of experiments to understand the 
computational and memory requirements of various SwinT-VZ2. model 
configurations. All experiments were run on the OLCF Frontier 
supercomputer, each node with 4X AMD Instinct MI250X GPUs. 

Computational studies and scaling explorations

Fig 1 Swin Transformer Architecture (Reproduced from Liu et al., 2021)

Experiment Group 1
Vary sequence length (tokens) for fixed model size (1.4B)

• 9 experiments completed
• Tile size 128x128; Patch size 8x8: (128x128) / (8x8) * 6 = 1,536
• Tile size 128x128; Patch size 4x4: (128x128) / (4x4) * 6 = 6,144
• Tile size 128x128; Patch size 2x2: (128x128) / (2x2) * 6 = 24,576

• Runs using 8, 16, 32 GPUs (1, 2, 4 nodes)
• Number of samples (tiles): 3,000
• Batch size: 32 samples; 4 for 24K tokens
• Max WCT 20 minutes (or 15 epochs)
• Fixed learning rate: 0.0001
• Testing: 1,000 samples (tiles)

Experiment Group 2
Vary model sizes and number of GPUS for fixed data samples

• 9 experiments
• Model sized 100M, 600M and 1.4B
• Runs using 8, 16, 32 GPUs (1, 2, 4 nodes)

• Number of samples (tiles): 2M
• Batch size: 64 samples
• Learning rate: 0.0001
• Training loss: Cross entropy

Early observations and lessons learned
• Longer sequence length could not complete within wallclock budget.
• Training loss converge more or less at the same time (~100 steps) for 

smaller  samples)
• Slightly better testing loss for longer sequence length
• GPU utilization: 1 node / 1.5K Tokens less utilization and finished faster but 

used more power. More nodes less utilization. Need to optimize usage.
• Training loss: lower for lower number of nodes
• Time vs batches/epoch is reasonable
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