
Application of GPU-accelerated Particle-in-cell Simulations in Magnetic Reconnection 
Associated with Energy Conversion between Field and Particles

Qiyang Xiong * & Shiyong Huang
School of Electronic Information, Wuhan University, Wuhan, China        Supported by Bharatkumar Sharma & Lvlin Kuang From*Contact: qyxiong@whu.edu.cn

1. Abstract
Magnetic reconnection is a fundamental physical process of rapidly converting magnetic
energy into particles in space physics. The electron diffusion region (EDR), which can be
split into the inner EDR and outer EDR, is the crucial region during magnetic reconnection.
Here we present the studies associated with energy conversions around EDR using fully
kinetic particle-in-cell (PIC) simulations of advanced GPU-accelerated computing and
Magnetospheric Multiscale (MMS) mission observations. It is found that part of the
electrons in the outer EDR are forced backward to the inner EDR by the magnetic tension
force to be accelerated again, which we name it by magnetic Marangoni effect. And we also
report a novel crater structure of magnetic field behind the reconnection front (RF) caused
by the continuous impact of the high-speed outflow electron jets.

Figure 1. Sketch of magnetic reconnection in terrestrial magnetotail and its physical model.

2. GPU-Accelerated PIC Scheme
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3. Electron Backflow in the Outer EDR 4. Crater Structure Behind RF
Outer EDR Inner EDR Figure 3. An instance of electron with backflow 

motion in the outer EDR. The black curves are 
the electron trajectories. Red arrows in (a) are 
the force condition at every trajectory points. 
This force is mainly contributed by magnetic 
tension force. Colored points in (b) represent the 
energy of electron at the corresponding points. 
The gray dashed curves are the magnetic field 
lines. This electron backflow motion in the outer 
EDR is named by magnetic Marangoni effect.

Figure 3. Statistical results of 110 electrons with similar movements. (c) Electron velocity angles vs. X direction when 
they enter the outer EDR. Blue distribution is the result of those 110 electrons, and the gray distribution is the overall 
electrons at this position. (d) Magnetic tension force condition (black dots) on those electrons and their gyro radius 
(red points) at the position where their moving directions are reversed.  (e) Number of the electrons that begin to turn 
back (red histogram), magnetic tension force along X direction (black curve), and magnetic Marangoni number (𝑀𝑀𝑎𝑎𝑎𝑎) 
(magenta curve) along X direction. (𝑀𝑀𝑎𝑎𝑎𝑎 = 𝑈𝑈0𝑑𝑑/𝐷𝐷𝑎𝑎, 𝑈𝑈0 is characteristic velocity, 𝑑𝑑 is layer thickness, and 𝐷𝐷𝑎𝑎 is the 
magnetic diffusivity 𝐷𝐷𝑎𝑎 = 𝜇𝜇0𝜎𝜎0 −1). (f) Electron final energy vs. initial energy when leaving outer EDR.

4. Crater Structure Behind RF

5. Conclusions
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Figure 2. (a) Mapping of GPU threads to fields and particles 
data matrix/array. (b) 3D thread configurations of the particles 
in the same cell. (c) Numerical solver of electromagnetic PIC 
scheme. (d) Performance compared with CPU computing.
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Figure 4. (a) 𝐵𝐵𝑧𝑧 contour lines of the PIC simulation. (b) Sketch of the
localized reconnection site. The dashed lines mark the MMS crossing pattern shown in the next figure.

Amazing Accelerated 
Computing !!!

Figure 5. Comparison of MMS observation and PIC simulation results. The left part is 1D cuts along the trajectory as 
Figure 4 shows. The locations of the crater structure are highlighted by the colored squares.

 GPU-accelerated PIC scheme improves fast accessibility to the simulation results and provides
valuable assistance in studying the physical process of magnetic reconnection.

 Electron backflow motion in the outer EDR, which is called magnetic Marangoni effect, can
give part of electrons more chances to return inner EDR and be accelerated again. Thus, those
electrons can attain higher energy level.

 The constant impact of the high-energy electron jets from the inner EDR on the pile-up region
helps to form the crater structure behind RF. This structure could be an energy cache region
where energy is transmitted between electrons and RF.
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Abstract

The emerging computable devices, graphical processing units (GPUs), are gradually applied in the simulations of
space physics. In this paper, we introduce an approach that implements full kinetic particle-in-cell simulations on
GPU architecture devices using the CUDA Fortran language programming for the first time. Using the latest high-
performance computing NVIDIA GPUs, this program, which follows the second-order leap-frog iteration method,
can speed up the computing process by a factor of 150–285 on a single device compared with the time cost of
running with a single core of an Intel Xeon Gold processor. Our scheme improves fast accessibility to the
simulation results and provides valuable assistance in studying the physical process.

Unified Astronomy Thesaurus concepts: Solar magnetic reconnection (1504); GPU computing (1969)

1. Introduction

High-performance computing (HPC) architectures have
undergone a remarkable evolution phase in the last decade.
The central processing units (CPUs) designed for HPC are
embedded with more cores and threads, and their clock rate is
also raised, resulting in more powerful computability. Assisted
by the application of the InfiniBand (IB) network and the
Message Passing Interface (MPI), the traditional particle-in-cell
(PIC) simulation program (e.g., P3D of Zeiler 2002; UPIC of
Decyk 2007; iPic of Markidis et al. 2010; gcPIC of Lu et al.
2019) can run with a large domain size on multinodes and
obtain the results in a short time. These simulation programs
have been frequently used in previous studies and helped reveal
the abundant physical mechanisms of plasma waves and
magnetic reconnection and turbulence in terrestrial space,
interplanetary space, and solar activities (e.g., Drake et al.
2006; Fu et al. 2006; Goldman et al. 2011; Winjum et al. 2013).
Nevertheless, during the data communication or gathering
process, the frequent data transmission operations between the
nodes due to the distributed random access memory (RAM)
may decrease the iteration efficiency.

Another emerging computing device, graphical processing
units (GPUs), have been applied to numerical simulations
recently. After introducing the Compute Unified Device
Architecture (CUDA) by NVIDIA, GPUs are more actively
participating in the computing industry through more than just
displaying video frames on a monitor. Meanwhile, the video
RAM (VRAM) on each computable GPU increases from
hundreds of megabytes to dozens of gigabytes as the hardware
of new generation products is upgraded. Therefore, it is
nowadays technically possible to perform large-scale numerical
simulations at once on a single GPU device. Besides, each
GPU has billions of threads to execute instructions indepen-
dently, unlike CPU architecture, thus it can master the

corresponding amount of particle movements in PIC simula-
tions and reach the execution of the maximum parallel
instructions with a lower time cost. More importantly, all
threads can access the VRAM directly on a GPU rather than the
CPU’s pattern, where data is accessed on RAM through a PCIE
bus. Therefore, the bandwidth utilization of a GPU is
significantly more advantageous than that of a CPU.
Various PIC simulation codes have been released in recent

years designed for the GPU architecture devices (e.g., Decyk &
Singh 2011, 2014; Burau et al. 2010; Abreu et al. 2011). These
programs mainly write the host instructions in Fortran code and
the CUDA kernels in CUDA C code, respectively. Therefore,
two compilers are needed (e.g., gfortran/ifort for the
Fortran codes; nvcc for the CUDA C codes) to obtain the
Fortran program and CUDA kernels, and the CUDA kernels
are called in the host codes. On the other hand, the first CUDA
Fortran compiler (pgi) was developed more than 10 years ago,
which aided convenient coding only using the Fortran language.
Now, this compiler is embedded in NVIDIA HPC SDK3 and
evolves into a new compile command (nvfortran) that has
more powerful functions than the pgi compiler. Under this
circumstance, many characteristics and customs of Fortran
programming can be reserved, and it becomes easier for the
CPU codes to be implemented on a GPU device.
In this paper, we introduce, for first time, how to run the

2.5D-PIC simulation program on a GPU device using the
CUDA Fortran programming approach. The technological
process of a full kinetic PIC is given based on the
electromagnetic field mode iteration. We compare the iteration
results of both CPU and GPU computing under the same
magnetic reconnection configuration, and this confirms the
correctness of the GPU calculation results. Besides, the
program is tested on different flagship computing–level GPUs
issued recently to evaluate the performance. We also compare
the computational efficiency between the CPU and GPU and
propose possible improvements for the GPU program for a
future update.
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2. Simplified Sketch of a Single-GPU Architecture

Figure 1 displays the basic architectural configuration of a
GPU device. It mainly consists of two parts: the calculation
units of the grid matrix and the memory on the device. The first
layer of the computing unit consists of quite a lot of blocks in
three dimensions (blue blocks in Figure 1), and the second
layer embedded in the block is called the thread (white blocks
in Figure 1). Each thread can be allocated with instruction
commands and executes them independently. Different types of
GPU usually have different specification parameters, and these
specifications usually depend on the architecture design of the
GPU device. For example, the GPU model NVIDIA Tesla
V100-SXM2-16 GB has a maximum of 1024 threads in each
block, and the maximum thread number of each dimension is
[1024, 1024, 64]. Meanwhile, there are 2,147,483,647 blocks
in the grid, and the maximum block number of each dimension
is [2,147,483,647, 65,535, 65,535]. The upper limit of the
block or thread number determines how much of the computing
resource can be launched in the program.

3. Mapping of the Thread and Block Index to the Data
Array Index

When calling the CUDA kernels in the host codes, the thread
number in each block and the block number in the grid must be
specified. The predefined variable threadIdx (the index of a
thread within its block), blockDim (the number of threads in
a block), and blockIdx (the index of the block within the
grid) provide the offset to refer to each thread in different
blocks. And the correspondence of each thread to each cell of
the simulation domain should be built so that the threads can
access the unique address of the data unit correctly.

The field data (e.g., magnetic field, electric field, etc.) is
stored in a two-dimensional (2D) array. We pick the X
component of magnetic field (Bx), for example, which is
declared as bx(mx,my) in code. The parameter mx is the
array length in the X direction, and my is the one in the Y
direction. Under the GPU architecture, each thread launched by
the program must correspond to a specific simulation grid point
bx(i,j), as mentioned above. Figure 2(a) shows an instance
of the 2D global array index reference from the thread and

block perspective. The orange square stands for a single block
in a GPU device. In the case of Figure 2(a), it is settled that
each block contains 3× 4× 1 threads, i.e., three threads in the
X dimension and four threads in the Y dimension. Now that the
global array size is mx × my, the program needs the block
number of ceiling(mx/3) × ceiling(my/4) to cover
all the array maps and avoid out-of-bounds memory access.
Therefore, the global array index (i,j) for 2D field data can
be written as:

( )
( )

= - +
= - +

i x x x

j y x y

blockIdx% 1 blockDim% threadIdx%
blockIdx% 1 blockDim% threadIdx% .

*
*

The particle array data (e.g., electron and ion positions, velocity,
etc.) use another method for indexing. We also choose the X
position of the particle, for example, which is declared as x
(nptl,2) in code. The parameter nptl is the number of a
species particle, and the second direction array size is set as 2 to
present the two-particle species (electron and ion). In the code,
the global particle array index is referred to as x(i,j).
Figure 2(b) illustrates the block and thread configurations for the
particle array. For each block, we only launch a 1D thread (like
4× 1× 1, as Figure 2(b) shows) of each block for the program.
And the Y-dimension block number is fixed at 2 on account of
the two-particle species; therefore the block index along the Y
direction can distinguish the particle species and determine the
parameters like charge and mass. As a result, the number of
blocks that should be launched to execute kernels in the program
can be calculated as ceiling(nptl/4) × 2. Consequently,
the global array index for the particle data is given as follows:

( )= - +
=

i x x x
j y

blockIdx% 1 blockDim% threadIdx%
blockIdx% .

*

4. Scheme of a Full Kinetic PIC Simulation

The physical algorithm of electromagnetic field evolution
basically follows the Maxwell and relative Newton–Lorentz
equations. And the numerical iteration method has been
proposed or used in previous studies (e.g., Birdsall &
Langdon 1991; Matsumoto & Omura 1993). The scheme of

Figure 1. The brief architecture of a GPU device. The blue cubes are the blocks of the GPU in the grid. The white cubes are the threads in each block. The gray area is
the GPU on-device memory.
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Figure 2.Mapping of the global threads index to the array index in 2D field data (a), and 1D particle data (b). The orange squares are the blocks in the GPU device. (a)
mx and my are the field-data length along the X and Y directions, respectively. cuThreadx and cuThready are the thread number in the X and Y dimensions launched in
each block. (b) nptl is the total particle number of each species. cuBlocky is the block number in the Y dimension and it is fixed at 2.

Figure 3. Flow chart of the full kinetic-PIC simulation using a GPU device. The dashed rectangle in the right part includes subroutines of the iteration. B is the
magnetic field, E is the electric field, V is the particle velocity where Ve is the electron velocity and Vi is the ion velocity, J is the current, and qe and qi are the electron
and ion charge, respectively. Δt is the time interval of each iteration step.
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the global program and detailed iteration sequence is given in
Figure 3. As for the left part, the Diagnose part for outputting
the data is not included in the flow chart but has been written in
the source code. In the Diagnose part, the raw data of the 2D
fields are smoothed, and the particle data are calculated and
gathered into the momentum form (which is also the 2D array)
as the outputs when it encounters the given diagnose moments.
The detailed method of the data diagnosis is not the primary
technical implementation in this paper. Therefore, we briefly
discuss the Diagnose part, and the time cost of this operation is
excluded during the performance benchmark.

The subroutines in the iteration part all execute the computing
instructions on the GPU device. The subscript of each variable
(e.g., n, n− 1/2, n+ 1/2, n+ 1) represents the current step state.
The overall routine is applied with the second-order leap-frog
method for the time advancing, where the magnetic field updates
twice every half step (Δt/2) and the electric field updates once

every step (Δt). The advancement of the magnetic field uses
Faradayʼs law. The moving of particles uses the Newton–Lorentz
equation, and the relativity has been considered in the program
but not shown there. The conducting current J= qiniVi+ qeneVe

is calculated through the particles’ momentum data and moving
distance [ ( ) ]= å - DJ x xq t1 0 , where x0 and x1 are the
particles’ old and new positions, respectively. Those particles
that run out of the boundary should be considered. And the
periodic boundary condition is applied in this program, calibrating
the particlesʼ positions for the next iteration step. Finally, the
advancement of the electric field uses Ampereʼs law.

5. Algorithm Implementation Using CUDA Fortran

On account of achieving maximum thread parallelism
computing on the GPU device, the CUDA Fortran code has
certain different features compared with the traditional Fortran
code (e.g., Fatica & Ruetsch 2014). The essential part lies in

Figure 4. Comparison of the results calculated by the GPU and CPU, respectively. The simulations run at tΩci = 36. (a), (b) X component of magnetic field. (c), (d) Y
component of magnetic field. (e), (f) Z component of magnetic field. (g), (h) X component of electron bulk velocity. (i), (j) X component of ion bulk velocity.
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the CUDA kernel subroutine, which has the prefix attri-
butes(global) or attributes(device), and is
usually declared in the module part:

module kernel_iteration
implicit none
contains

 attributes(global) subroutine Advan-
ceMAG(...)

 attributes(device) subroutine Get-
Current(...)

end module

where AdvanceMAG and GetCurrent are the subroutines
that update the magnetic field and calculate the particle current,
respectively. More specifically, the subroutines with the global
attribute can be called in both the host code (main program)
and the device code (CUDA kernels), but those subroutines
with the device attribute can only be called in the device code.
After being compiled, these special subroutines are executed on
the GPU device rather than the common subroutines running
on the host. Meanwhile, it is necessary to provide the executed
configurations when calling these subroutines. During these
steps, the number of threads and blocks activated on the device
by the host should be determined, for example:

call AdvanceMAGthds, blks(bx, by, bz,
ex, ey, ez)

where thds, blks are the thread and block numbers
launched on the device in this subroutine, and bx, by, bz,
ex, ey, ez are the subroutine input variables (three
components of the magnetic field and electric field). The
detailed specifications of these subroutines guarantee the
correctness and efficiency during the computing.

The former text has mentioned two kinds of array index
forms for the field and particle parallelism (Figure 2). The
standard numerical method of advancing the field refers to the
finite difference (FD), which means the differential equation
like ∂B/∂x is replaced by ( ( ) ( ))+ - DB x B x x1 in the
meshed grid. In the traditional CPU calculation code, the loop
for indexing each grid point (i,j) is assisted with the “do;
end do” formation. In the case of the FD, the half advance of

the magnetic field (Figure 3) under 2.5D configuration in
Fortran code is organized as:

do j = 2, my-1
do i = 2, mx-1
bx(i,j=bx(i,j)−0.5 ∗ (ez(i,j+1)−ez

(i,j))
by(i,j)=by(i,j) + 0.5 ∗ (ez(i+1,j)−ez

(i,j))
bz(i,j) = bz(i,j) + 0.5 ∗ (ex(i,j+1)−ex

(i,j)−ey(i+1,j) + ey(i,j))
end do
end do

The array index of the 2D field is from the second to the last
but one (2 to my-1 or mx-1), for which it is the boundary
consideration. These commands mean that the CPU will
traverse the whole 2D array successively. However, the CUDA
Fortran code fulfilling the maximum parallelism is written as
follows:

if(j > = 2 .and. j< = my-1 .and. i > = 2 .and.
i< = mx-1)
bx(i,j) = bx(i,j)−0.5 ∗ (ez(i,j+1)−ez
(i,j))

by(i,j) = by(i,j) + 0.5 ∗ (ez(i+1,j)−ez
(i,j))

bz(i,j) = bz(i,j) + 0.5 ∗ (ex(i,j+1)−ex
(i,j)−ey(i+1,j) + ey(i,j))

end if

As mentioned before, each thread launched by the program can
be assigned to a global array index (i,j). If the block and
thread number are fixed, each thread can master the calculation
process of a unique grid point. Therefore, unlike the sequenced
computing of CPU, the GPU device can simultaneously launch
multithreads to finish the FD calculation of the corresponding
grid point separately.
For the aspect of the particles, the Y-dimension length of the

global particle array is fixed at 2, where the first (j = 1) and
the second (j = 2) column store the ion and electron data,
respectively, of each variable. That is why we launch two
blocks in all Y dimensions in the GPU device: the first and the

Figure 5. Benchmark results on a CPU and two types of GPU. (a) The time cost of the CPU (gray line), GPU NVIDIA Tesla V100 (green line), and NVIDIA A100
(orange line). (b) The acceleration ratio of these two types of GPU vs. the CPU.
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second blocks are responsible for the calculations of ions and
electrons, respectively. Since the block index can distinguish
the particle species at the Y dimension (blockIdx%y), the
ion- and electron-moving processes can be executed simulta-
neously within the same subroutine. The physical quantities
concerning the different particle species can be configured as
follows (taking ion and electron charge for example):

( ) ( )= - * - -q j qe j qi1 2 ,*

where qe and qi are the electron and ion charge, and q is the
common charge used in the calculation formula. For the thread
within the block where blockIdx%y equals 1, it obtains the
common charge q = qi and calculates the variable of the ion
species. If the block index at the Y dimension equals 2, it is the
process that finishes the calculation concerning the electron.
Based on this kind of design, the particleʼs movement can call
the same subroutine but only needs to pay attention to the
particleʼs mass and charge selection.

Another important issue about the particles is the current
calculation. Usually, in sequent indexing, the conducting
current contributed by the particle moving is the sum value
of each particle. That means the accumulation command like
jx(i,j) = jx(i,j) + q*dx is used in the traditional
Fortran code. In the GPU environment, however, this command
will give the wrong result during the update of the accumulated
variable each time. First, all the particles participate in the
calculation simultaneously on the GPU device. Then, it is
confirmed that quite a few particles are located in the same cell
in the grids. Therefore, the current contribution from these
particles is added to this same cell. Indexing and accumulating
the value to the same cell at once may cause a conflict because
it is unpredictable which thread may access the value in this
cell first. To prevent this situation, the atomic operation could
be introduced in CUDA Fortran code as:

( ( ) )
( ( ) )
( ( ) )

= D
= D
=

i j q dx t

i j q dy t

i j q

jxold atomicadd jx , ,

jyold atomicadd jy , ,

jzold atomicadd jz , , Vz

*
*
*

in a way where the left side of the command is the old data that
records the value of the last writing operation, and this old
value is nearly useless. In this algorithm, the main principle of
the atomic operation is that it blocks other threads from
accessing the data being operated and makes it invisible until
the present operation on this data is finished. This process
avoids crashes when the threads read and write data at the same
physical address.

6. Benchmark Results on Modern HPC GPUs

Figure 4 displays the iteration results of magnetic reconnec-
tion obtained by CPU and GPU computing, respectively. The
reconnection model is configured under double Harris current
sheets with localized perturbation (e.g., Zhou et al. 2012;
Huang et al. 2014, 2015; Xiong et al. 2022a, 2022b, 2022c).
Some basic physical parameters are listed below: the ion
inertial length (di) is 40 grids, and the mass ratio between ions
and electrons (mi/me) is fixed at 25; the temperature ratio
between ions and electrons (Ti/Te) is 5, and the frequency ratio
of electrons (ωpe/ωce) is 3; the simulation domain size is
800× 1200 grids, and there are 100 pairs of ions and electrons
in each cell, which means that 0.96× 108 particles participate

in the reconnection. The physical quantities presented in
Figure 4 are all normalized. The magnetic field is normalized
by the background magnetic field (B0), and the particle velocity
is normalized by the Alfvén speed (vA).
The reconnection signatures can be detected as follows:

current sheet contraction (Figures 4(a), (b)), quadrupole sign of
the Hall magnetic field (Figures 4(c), (d)), reconnection front
(Figures 4(e), (f)). Also, the high-speed electron and ion
outflow jets are formed during the reconnection (Figures 4(g)–
(j)). The separatrix of the reconnection can be clearly figured
out through the Hall magnetic field (Figures 4(c)–(d)) and Vex

(Figures 4(g)–(h)). As the two sides of Figure 4 show, CPU and
GPU computing results are consistent, indicating the correct-
ness of the CUDA Fortran code. Noticeably, some localized
distribution of these physical quantities introduces a slight
difference between the results from the CPU and GPU. This
phenomenon lies in the different modes of the random number
generation at the host and the device. On account of this issue,
the initial thermal velocity of the particles, which is controlled
by the random number, cannot all be guaranteed to be the same
in both CPU and GPU computing. Nevertheless, this neglected
difference merely affects the correctness of the reconnection
evolution itself.
Meanwhile, the time cost of each iteration step is also

measured in both CPU and GPU computing. For the CPU part,
the benchmark is carried out on the Intel Xeon Gold 6248 chip
model. The equivalent time cost of a single core is estimated
with the result of 40-core parallelism using the MPI. As for the
GPU part, we select two modern HPC GPUs: the NVIDIA
Tesla V100 (model: V100-SXM2-16GB) and NVIDIA A100
(model: A100-SXM4-40GB), which were initially released in
the years 2017 and 2020, respectively. All the benchmark
results are the average value of 10,000 steps’ iteration time for
reducing the accidental error. All the benchmark tests use the
same GPU execution configuration: 16× 16 threads in each
block with a 2D fields treatment, and 128× 1 threads in each
block with a 1D particles treatment. Additionally, six different
simulation domain sizes are chosen to investigate the changes of
the time cost. The benchmark results are shown in Figure 5. It is
apparent that the time cost of each iteration step is remarkably
decreased on the GPU, especially on the newer generation GPU
(NVIDIA A100) (Figure 5(a)). As the simulation scale increases,
all the time costs raise accordingly. This is not surprising in the
GPU case because the GPU device has a limited stream
processor (SP) number to cover all the threads.
Based on the time cost, the computing acceleration ratio

between the GPU and CPU can be obtained (Figure 5(b)). In a
small-scale simulation (e.g., a grid size of 400× 800), the
computing efficiency on a GPU device can be hundreds of
times greater than on a CPU. However, this acceleration ratio
gradually decreases from a small-scale to a large-scale
simulation domain. This phenomenon is also related to the
SP number, in that the GPU having a higher SP number
(NVIDIA A100) shows a slower decreasing trend of the
acceleration ratio than one with a smaller SP number (NVIDIA
Tesla V100) does. Attaining high computing acceleration of a
full kinetic-PIC simulation on a GPU device is eminently
feasible using CUDA Fortran Programming.

7. Conclusions and Discussions

A GPU device can efficiently accelerate the computing
of a full kinetic PIC simulation. Using CUDA Fortran
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programming, it is convenient to transplant this process from
the traditional Fortran code. Assisted with the next-generation
HPC GPU, the time cost of the iteration on a single GPU
matches the time taken by over 280 CPUs on clusters; we note
that the multinode clusters also have additional communication
costs. The further generation of HPC GPUs with more SP and
memory, such as the NVIDIA H100, newly released in the year
2022, is preferable to apply to numerical simulations.

The current code version has the preliminary functionality to
perform the PIC simulation on the GPU device under the
magnetic reconnection configuration. Other capabilities of this
code are expected to be fully explored and implemented.
Besides the magnetic reconnection, another physical process
that can be fulfilling to investigate, turbulence, is undergoing
transplantation from the CPU code. As for the algorithm of the
iteration part, the fourth-order leap-frog method is under
consideration. Due to the high efficiency of GPU computing,
more complicated algorithms can be acceptable owing to the
relatively low time cost and the reduced iteration error present.

Meanwhile, our codes should also be optimized and
upgraded in the future to reveal the advantages of the GPU
device completely. The asynchronous data transmission can be
applied to optimize the bandwidth utilization of the VRAM. In
addition, the on-chip memory allocation is vital to speed up the
data access, such as with shared memory instead of global
memory. Besides, the situation using multi-GPUs should be
developed as well to raise the simulation scale further. Under
this condition, the communication between the GPUs should be
considered carefully from both hardware and code perspec-
tives. The product NVLink connects the GPUs’ VRAM
directly; therefore, the data on the current device can be
accessed by other devices directly but not through the host
transmission, which reduces the communication cost.

This work was supported by the National Natural Science
Foundation of China (42074196, 41874191, 41925018) and the
National Youth Talent Support Program. S.Y.H. acknowledges
the project supported by Special Fund of Hubei Luojia
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the supercomputing system in the Supercomputing Center of
Wuhan University.
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Framework through doi:10.17605/OSF.IO/U8SN4. Both the
CPU Fortran and GPU CUDA Fortran source codes can be
accessed through the OSF system (doi:10.17605/OSF.IO/
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A B S T R A C T   

Previous implementation of the full kinetic particle-in-cell (PIC) simulation on the Graphical Processing Unit 
(GPU) device has shown advantages compared to traditional Central Processing Unit (CPU) computing. However, 
conventional PIC simulations using GPU computing have faced limitations in terms of low performance when the 
simulation box size or the number of particles per cell increases. In this study, we boost computing efficiency by 
designing novel schemes of kernels with the combination of numerical and technical aspects. The time expenses 
of the global data transferring and duplicate data fetching processes have been massively reduced by the utili-
zation of the on-chip memory. The reduction treatment on the particles, the graded current computing scheme, 
and the 2.5D thread launch strategy are designed to accelerate the simulation iterations. The new scheme can 
reach up to about 5.5 times the acceleration ratio than the old one and attain the highest to 734 times faster than 
the program using CPUs. Our new scheme can realize large-scale PIC simulations with both decent performances 
on the legacy GPUs and the increasing trend of the acceleration ratio on the lasted GPUs.   

Introduction 

Numerical simulation is an acknowledged approach to exploring the 
evolution and mechanism of space physical processes, for instance, 
magnetic reconnection and turbulence. One of the extensively employed 
simulation methods is the full kinetic Particle-in-Cell (PIC), which can 
resolve the kinetic behaviors down to the electron scale [1–6]. Paral-
lelized computing pattern is indispensably applied in large-scale PIC 
simulations to increase efficiency through multi-cores or multi-threads 
of the computing device. The Graphical Processing Unit (GPU), which 
has the ability to execute massive instructions concurrently, is a kind of 
emerging parallel computing device during the last decades [7–12]. A 
single GPU can launch billions of threads to cover the computing tasks 
concurrently, different from the traditional Central Processing Unit 
(CPU) pattern, therefore, it can realize maximum parallelism during PIC 
simulations, especially in the particle moving and current computing 
processes. The High-Performance Computing (HPC) GPUs designed for 
the data center guarantee the realization of billions of calculation op-
erations within milliseconds. Particularly, the development platform 

Compute Unified Device Architecture (CUDA) released by NVIDIA as-
sists scientists in solving complicated computing problems in their 
research fields. Recently, the highly integrated Software Development 
Kit by NVIDIA (NVIDIA HPC SDK) provides convenient access to 
comprehensive programming models, the compilers of different lan-
guages and reliant libraries. These foundations and advantages of GPUs 
precipitate widespread applications and remarkable performance in 
Machine Learning (ML)/Deep Learning (DL) as well as metadata 
computing. 

Our previous implementation has demonstrated the incipient scheme 
of full kinetic 2.5D (two-dimensional space and three-component fields 
and velocities) PIC simulation transplanted from Message Passing 
Interface (MPI)-based mode to the GPU-based mode using CUDA Fortran 
programming [13]. Two types of thread-mapping strategies for field 
matrices and particle arrays have been given to cover each thread’s 
SIMD (Single Instruction Multiple Data) assignments in the GPU device. 
This former study has also provided methods of field solving and current 
computing adapted to the GPU’s specific architecture. The benchmark 
results show the outstanding accelerated computing by the data center 

* Corresponding author. 
E-mail address: shiyonghuang@whu.edu.cn (S. Huang).  

Contents lists available at ScienceDirect 

Computer Physics Communications 

journal homepage: www.elsevier.com/locate/cpc 

https://doi.org/10.1016/j.cpc.2023.108994 
Received 21 September 2023; Accepted 23 October 2023   

mailto:shiyonghuang@whu.edu.cn
www.sciencedirect.com/science/journal/00104655
https://www.elsevier.com/locate/cpc
https://doi.org/10.1016/j.cpc.2023.108994
https://doi.org/10.1016/j.cpc.2023.108994
https://doi.org/10.1016/j.cpc.2023.108994
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cpc.2023.108994&domain=pdf


Computer Physics Communications 295 (2024) 108994

2

GPUs compared with the time cost of the CPU (Central Processing Unit). 
However, previous schemes and code designs have not completely 
excavated potential capabilities that benefited from the framework of 
the GPU. The constant utilization of the global memory instead of the 
on-chip memory will cost more time on the data fetching and trans-
ferring during the calculation process. Meanwhile, it is arranged in the 
previous scheme that one thread is assigned to one particle to attain the 
update of the particles’ status and the contribution to the current. 
Simply employing this sequential SIMD ideology on computing unsorted 
particles will spend duplicate time accessing the field data for those 
particles in the identical cell. These factors cause the lower acceleration 
rate as the simulation domain size increases (see Fig. 5b in Ref. [13]). 

In this work, we optimize the schemes of the kernels executed on the 
GPU device to overcome the high expense of data fetching and improve 
the performance in large-scale simulations. Three main aspects are 
focused on improving the performance of the simulation code: field 
solving, particle moving, and current computing. The high-bandwidth 
on-chip memory (e.g., shared memory and local register) is applied as 
much as possible to avoid repetitive global data fetching operations. The 
particles are classified according to their grid positions before being 
advanced by the local fields; whereafter, the reduced SIMD methodology 
is applied to update the particles’ positions within each cell. Meanwhile, 
the three-stage current computing pattern is developed to reduce the 
substantial Read-Write Conflicts (RWC) on the global memory by atomic 
operations. Correspondingly, the new thread-launch strategy of the GPU 
device cooperates with the updated algorithms above to attain more 
thread occupancy. The benchmark results manifest that the new version 
scheme can reach a much higher computing speed than the old one in 
Ref. [13]. It also significantly improves the performance when the data 
volume of the simulation increases. The present code is ready to 
implement device-level and host-level parallelism in future 
development. 

Development environment and background information 

Two kinds of NVIDIA data center GPUs are employed in this study to 
testify to the scheme efficiency: NVIDIA Tesla V100 and NVIDIA A100, 
which were initially released in 2017 and 2020, respectively. Some 
specifications of these devices are listed in Table 1. After considering the 
requirements of multiple simulation scales varying from small to large in 
the benchmarks, we choose two different specifications of each type of 
GPU: NVIDIA Tesla V100–16G (model: V100-SMX2–16G), NVIDIA Tesla 
V100–32G (model: V100-SMX2–32G), NVIDIA A100–40G (A100- 
SMX4–40G), and NVIDIA A100–80G (A100-SXM4–80G). The difference 
between the same type of GPU primarily lies in the Video Random Ac-
cess Memory (VRAM) size, and there also exists slight performance 
differences. 

In the former scheme, each step of the PIC iteration on the GPU 
device consists of six procedures, i.e., half advance of the magnetic field, 
particle moving, half advance of the magnetic field, current computing, 
particle position calibration, and full advance of electric field (seen in 
the right part of Fig. 3 in Ref. [13]). The time cost proportions of these 
parts in each step are shown in Fig. 1. Apparently, on all devices, the 
more time-consuming processes belong to the particle moving (blue pie) 
and current computing (yellow pie), similar to the results in other 

studies [14,15]. These two computing operations occupy almost 99% of 
the one iteration time. These results are not surprising on account that 
the particle treatment requires more extensive computation than the 
fields and depends on the number of particles per cell (ppc). Meanwhile, 
the time cost percentage of the current computing on the A100 device 
(Fig. 1c-1d) is less than that on V100 (Fig. 1a-1b), which is the benefit 
from the higher computability and memory bandwidth of the newer 
generation device for A100. Apart from the updates of the device 
products, it is still urged to upgrade the schemes and algorithms of these 
two parts to adapt to the GPU architecture, thus further ameliorating the 
computing efficiency. 

A more detailed architectural configuration of a GPU device than the 
previous sketch is illustrated in Fig. 2. The connections among the 
threads, blocks, Streaming Multiprocessor (SM) and various types of 
memory are vividly presented [16–18]. Each block contains certain 
threads (maximum 1024 threads for both V100 and A100) and a certain 
size of shared memory (configurable up to 96 KB/164 KB for 
V100/A100, respectively). The threads within the same block can access 
the shared memory of the corresponding block simultaneously. They 
also have their private local memory and registers to store the data. 
Besides, all threads in different blocks have access to the global, con-
stant, and texture memory in the VRAM, where the constant and texture 
memories are read-only during the kernel execution. The SMs in a GPU 
(80 and 108 SMs in V100 and A100, respectively) cover the computing 
tasks of multiple threads. In the previous scheme [13], all threads are 
disposed to fetch the data from the global memory directly. It will cause 
duplicate data access operations by the threads in the present block, 
where these threads call for the same data. The central idea of the 
optimization in the following part is to reduce the frequent data trans-
ferring and increase the rate of data reutilization by reorganizing the 
algorithms of field solving, particle moving, and current computing. 

Table 1 
Specifications of Modern Data Center GPUs.  

Specification NVIDIA Tesla V100 NVIDIA A100 

GPU Codename GV100 GA100 
GPU Architecture NVIDIA Volta NVIDIA Ampere 
GPU Boost Clock 1530 MHz 1410 MHz 
CUDA Cores 5120 6912 
Memory Size 16 GB/ 32 GB 40 GB/ 80 GB 
Memory Data Rate 877.5 MHz 1215 MHz 
Memory Bandwidth 900 GB/sec 1555 GB/sec  

Fig. 1. Time expense percentage of different procedures in each iteration. 
These benchmark results are obtained from the simulations using domain size 
600×1200 and 100 particles per cell. The time expense of each procedure is the 
average result of the 10,000 iterations. The percentage is calculated through the 
method: tpi/

∑

i
tpi, where i ∈ [1, 4] and tpi refers to the time expense of the 

procedure i. 
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Optimization of the field solving 

The field solving part contains two processes: advancing magnetic 
field (following Faraday’s law: ∂B/∂t = − c ∇× E, where B is the 
magnetic field, E is the electric field, and c is the light speed) and electric 
field (following Ampere’s law: ∂E/∂t = c ∇× B − 4πJ, where J is cur-
rent). We pick the magnetic field to describe the scheme in detail. Under 
2.5D spatial configuration (in the x-z plane), the three components of 
Faraday’s law can be written in the partial derivative form: 

∂Bx
/

∂t = c ∂Ey
/

∂z  

∂By
/

∂t = − c (∂Ex / ∂z − ∂Ez / ∂x) (1)  

∂Bz
/

∂t = − c ∂Ey
/

∂x 

In the numerical simulation, these equations are approximated by 
their discrete forms (the first-order forward space difference is applied to 
this scheme, and we take the first half advance of the magnetic field, for 
example): 

Bn
x(i, j) = Bn− 1/2

x (i, j) + c(Δt / 2Δx)
(

En
y (i, j+ 1) − En

y (i, j)
)

Bn
y(i, j) = Bn− 1/2

y (i, j)

− c(Δt / 2Δx)
(
En

x (i, j+ 1) − En
x (i, j) − En

z (i+ 1, j)+En
z (i, j)

)
(2)  

Bn
z (i, j) = Bn− 1/2

z (i, j) − c(Δt / 2Δx)
(

En
y (i+ 1, j) − En

y (i, j)
)

where n is the present iteration step, i and j are the grid index in X and Z 
direction, Δt is the discrete time interval of each advance, and Δx is the 
length of each cell. Eq. (2) represents a typical numerical solution to the 
time-dependent Maxwell equations: Finite-Difference Time-Domain 
(FDTD) method [19]. It should be noticed that the value on the point (i, 
j) at the left-hand-side of Eq. (2) requires at least the values on two 
points (e.g., (i, j) and (i + 1, j), or (i, j) and (i, j + 1)) at right-hand-side to 
finish computing operation. That means the values on most of the grid 
points are fetched twice from the global memory address in the previous 
scheme, and this process consumes much time. 

The utilization of the shared memory can effectively reduce much of 
the transferring between the threads and global memory in the FDTD 
method [20,21]. The shared memories exist in each block on the GPU 
device, and they participate in the computing without disturbing each 
other. Each block can bring a tile of data to the shared memory, and then 
each thread in this block can access all elements of the shared memory 
tile as needed [22]. Fig. 3 displays the configuration example of the 
shared memory tile size applied in the first-order FDTD method. 
Initially, the prototype size of the tile is determined by the thread 
number in the block (cuThreadx × cuThready) (green square in Fig. 3). 
However, the calculation at the point of the end row or column (i =
cuThreadx or j = cuThready) in each block requires the data at the next 
row or col (i = cuThreadx + 1 or j = cuThready + 1). Therefore, the tile 
size of the shared memory should be extended by one more row and 
column (deep yellow rectangular in Fig. 3), and the final shared memory 
contains (cuThreadx + 1) × (cuThready + 1) data. The field data are 
preloaded from the global memory to the shared memory before pro-
ceeding to FDTD computing. This process reduces the time-expensed 
global data fetching operations on each single grid point data to once. 
And the data on the shared memory can be reused at least twice by the 
threads in the corresponding block. 

During the programming implementation, the shared memory data is 
declared first in the device code (subroutines with the prefix attributes 
(global)): 

real, shared, dimension (blockDim%x+1, blockDim% 

y+1) :: ex_s, ey_s, ez_s 

Then, the thread mapping to the field matrix index should be built to 
access the data correctly. Except for the global array index which has 
been stated in the previous study: 

i = (blockIdx%x - 1) × blockDim%x + threadIdx%x 

j = (blockIdx%y - 1) × blockDim%y + threadIdx%y the 
thread index within the block which is called the in-block array index 
should also be given for the convenience of accessing shared data: 

i_s = threadIdx%x 

j_s = threadIdx%y 

After that, the global memory data is preloaded to the shared 
memory data before the computing operation: 

if(i <= mx .and. j <= mz)then 

Fig. 2. The detailed architecture of a GPU device. The black arrows represent 
the data transferring between the threads and various types of memory. The red 
arrows represent the execution of the instructions on threads by the Streaming 
Multiprocessor (SM). 

Fig. 3. Sketch of the shared memory size configuration. The green square 
represents the block size, and the deep yellow rectangular represents the 
additional stride data. These two parts constitute the tile size of the shared 
memory in each block. The parameters mx and mz are the simulation domain 
size in X and Z directions, and cuThreadx and cuThready are the threads 
number launched in X and Y dimensions in each block. 
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ex_s(i_s,j_s) = ex(i,j); ey_s(i_s,j_s) = ey(i,j) 

ez_s(i_s,j_s) = ez(i,j) 

if(i_s == blockDim%x)then 

ez_s(i_s+1,j_s) = ez(i+1,j); ey_s(i_s+1,j_s) = ey 

(i+1,j) 

end if 

if(j_s == blockDim%y)then 

ex_s(i_s,j_s+1) = ex(i,j+1); ey_s(i_s,j_s+1) = ey 

(i,j+1) 

end if 

end if 

During the data transferring process above, it is difficult to be aware 
of whether this operation is completed. Therefore, the barrier for the 
threads should be set to make all threads in a block wait until they are 
visible to the shared memory simultaneously: 

call syncthreads() 

Ultimately, the magnetic field is advanced by the electric field data in 
the shared memory instead of the global memory: 

if(i >= 2 .and. i <= mx-1 .and. j >= 2 .and. j <= my-1) 

then 

bx(i,j) = bx(i,j) + 0.5*c*(ey_s(i_s,j_s+1) – ey_s 
(i_s,j_s)) 

by(i,j) = by(i,j) - 0.5*c*(ex_s(i_s,j_s+1) – ex_s 
(i_s,j_s) – ez_s(i_s+1,j_s) + ez_s(i_s,j_s)) 

bz(i,j) = bz(i,j) - 0.5*c*(ey_s(i_s+1,j_s) – ey_s 

(i_s,j_s)) 

end if 

The comparison of the benchmark results between the previous 
scheme and the present one is shown in Fig. 4. A series of simulation 
domain sizes are tested to compare the efficiency horizontally. From the 
acceleration ratios (blue lines in Fig. 4) of different GPU devices, it is 
informed that the V100 and A100 GPUs have an average value of 8% and 
5% performance improvement, respectively. The low data reusability 
rate of the shared memory causes the limited benefit of the upgrade. In 
our scheme, the first-order forward difference only employs the shared 
memory data twice (the present and the adjacent points) on most grid 
points. If the higher order of the FDTD algorithm is applied, it could be 
expected with more significant improvement from the new scheme 
[23–25]. On the other hand, the preponderance of the new scheme is 
narrowed by the device hardware upgrading after comparing the results 
of A100 (Fig. 4c-4d) and V100 (Fig. 4a-4b). This phenomenon is even-
tuated by the promoted global memory rate and bandwidth of the data 
center GPU (Table 1). However, the new scheme can achieve preferable 
performance on the common GeForce game GPUs for their limited 
VRAM bandwidth. Nevertheless, it is still worthy of being reserved for 
future high-order FDTD and 3D model development. 

Optimization of the particle moving 

The particle moving predominantly complies with the Newton- 

Fig. 4. Benchmark results of different data center GPUs with a series of simulation domain sizes in the FDTD part. The histograms are the time costs belonging to the 
left axis. The shallow green bars are the results of the previous scheme using the global memory, and the deep green bars are the results of the present scheme where 
the shared memory is applied. The blue lines are the acceleration ratio between the old and new scheme, and they are obtained by calculating the value of tglobal 
/tshared. The simulation domain sizes are given at the X label of the subfigures, and ppc is settled at 2 to preserve the memory for data storage of the large-scale run 
cases. All the data of the time costs are the average results of 10,000 iterations. 
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Lorentz equation. Specifically speaking for a single particle: 

dxs/dt = vs dvs/dt = qs(E0 + vs × B0)/ms (3)  

where xs is the particle’s position, vs is the velocity, qs is the charge, and 
ms is the mass. The subscript s stands for the particle species (ion or 
electron). The parameters E0 and B0 are the local electric and magnetic 
fields at the particle’s position. In the discrete format, the motion change 
of a single particle can be replaced by: 

vn+1/2 − vn− 1/2

Δt
=

q
m

[
En0 +

vn− 1/2 + vn− 1/2

2
×Bn0

]
(4)  

where all the vector parameters are added with the subscript n to 
represent the present iteration step. This treatment is desired to attain a 
centered-difference form of Eq. (3); therefore, the magnetic term is 
averaged by vn− 1/2 and vn+1/2 [26]. The local fields data En0 and Bn0 are 
acquired through the interpolation method (linear interpolation is used 
in this scheme) using the grid point field data. The numerical method of 
solving Eq. (4) has been provided in previous studies [27–28]. Finally, 
the particle velocity update process is decomposed into four procedures: 
twice half-acceleration by the electric field and twice half-rotation by 
the magnetic field. And the particle position follows the linear increase 
from the newly-obtained velocity: xn+1/2 = xn− 1/2 + Δt vn+1/2. 

As a whole, the treatment of the particles is regarded as a SIMD 
pattern. That means all the particles obey the rules of Eq. (3) and (4) to 
update their status, and the computing implementation of each particle 
is independent. Those particles located in the same cell will access the 
same magnetic/electric field data on the grid points to obtain the 
interpolated local fields. Unlike other models using the CIC scheme 
(Cloud-in-Cell, Ref. [29]) or applying collisions [30], the only difference 
between those particles should be considered in the collisionless kinetic 
PIC simulation is the distance to the present cell’s boundary. If the 
particles are disposed sequentially following the array storage order just 
as Fig. 5a, it will consume much unnecessary time on the duplicate data 
accessing the same fields. Meanwhile, the increase of the parameter ppc 
will further exacerbate this situation. One possible resolvent to this issue 
is categorizing the particles and applying reduction treatment (Fig. 5b), 
which is commonly adopted in PIC with Monte-Carlo collision [31–33]. 
The number of the particles and their array indices in each cell can be 
counted through the particles’ present positions. Then the 2D 
thread-mapping method similar to that in the field solving part is 
adopted to handle the particle moving in each cell, instead of the 1D 
thread launch strategy proposed in the former study. This kind of shift 
from the sequential SIMD (particle-loop) to the reduction SIMD (cell--
loop) potentially prevents the excessive threads charged by each SM. 

Assisted with the new scheme of the particle moving, it can conserve 
much of the time expense on the field data fetching. However, given the 
fact that the parameter ppc can vary to an enormous value, it would be 
inadequate for a single thread to cover the computing task of all the 
particles in a cell if it is simply applied with the 2D thread-mapping 
method. Moreover, the cell-loop scheme is not coalescing automati-
cally, and the memory bandwidth is less effective during the data 
fetching [34]. Therefore, we raise a new concept of kernel launch model 
for the new scheme: 2.5D thread-block strategy, which is illustrated by 
the diagram in Fig. 6. Compared with the previous 2D thread-mapping 
method (Fig. 2a in Ref. [13]), the new strategy describes the pattern 
that the three-dimensional threads are employed in each block and 
two-dimensional blocks are used in the GPU device. More specifically, it 
is organized that the threads [0, 0, 0], [0, 0, 1], [0, 0, 2], and [0, 0, 3] 
(gray cubes in Fig. 6) in the block [0, 0, 0] (orange cubic outlines) 
collectively deal with the computing assignments of the cell [0, 0]. This 
kind of arrangement constitutes two levels of parallelism: the 
thread-level instructions concurrently carry out the tasks of particle 
moving within each cell, and block-level executions simultaneously 
cover all the cells in the simulation domain. This new strategy com-
pensates for the deficiency of the launched threads number when the 
reduction SIMD method is adopted. One should be noted that this 
arrangement of the threads for particles can lead to asynchronous 
execution of threads in the same wrap, since the particle number across 
cells varies during PIC evolution. The threads in a warp executing 
different instructions will decline the performance of the device to a 
certain degree. This situation will be relieved when ppc increases, as the 
base particle number is much larger than the fluctuation number across 
different cells. 

The implementation of the new scheme has a similar flow path to the 
field solving part. In the beginning, the fields data (bx, by, bz, ex, ey, ez) 
are preloaded to the shared memory (bx_s, by_s, bz_s, ex_s, ey_s, ez_s) in 
advance for the advantage of its low time expense even if there are re-
petitive and massive data accessing requests [35]. Accompanied by the 
data loading process, the field is also gathered from the mesh onto the 
macroparticles: 

ex_s(i_s,j_s) = (ex(i-1,j) + ex(i,j))/2.0 

ez_s(i_s,j_s) = (ez(i,j-1) + ez(i,j))/2.0 

ey_s(i_s,j_s) = ey(i,j) 

bx_s(i_s,j_s) = (bx(i,j-1) + bx(i,j))/2.0 

bz_s(i_s,j_s) = (bz(i-1,j) + bz(i,j))/2.0 

by_s(i_s,j_s) = (by(i-1,j-1) + by(i,j-1) + by(i-1,j) 

+ by(i,j))/4.0 

Then, apart from the X and Y dimension in-block thread indices 
mentioned in the previous section, the index in the Z dimension should 
also be defined: 

k_s = threadIdx%z 

Fig. 5. Sketch of the comparison between the sequential scheme (a) and 
reduction scheme (b) in the particle moving process. The circles with a number 
represent the particles. The number in (a) is the index sequence of the particles 
in the global data array, and the number in (b) is the particle indices within 
each cell. The different colors of particles in (b) distinguish their 
cell belongings. 

Fig. 6. Diagram of the 2.5D thread-block launch strategy. The gray cubes 
represent the threads. The orange outlines around the cubes and the orange 
squares on the 2D plane stand for the blocks. The parameter cuThreadz is the 
threads number launched in the Z dimension in each block. 
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After that, the particle moving process in each cell can proceed: 
if(i >= 2 .and. i <= mx-1 .and. j >= 2 .and. j <= mz-1) 

then 

! Number of particles in the cell (i,j) is stored in Ns 

[2] 

do sp = 1, 2 

qm = (sp - 1)*qme – (sp - 2)*qmi 
do n = k_s, Ns(sp), blockDim%z 

! Interpolate the fields and calculate B0 and E0 using 

shared data b_s and e_s 

! Move Particle n following the equation in discrete 

form 

end do 

end do 

end if 

In the code above, the symbol sp represents the particle species (1 - 
ion and 2 - electron). The charge-mass ratio qm is determined by 
computing approach rather than the logical selection using the build-in 
module if; end if, because of the lower efficiency of the logic operation 
than the numerical calculation on the GPU device. The second do; end 
do module reflects the thread-level parallelism design achieved by the 
multi-threads cooperation on each cell. For instance, if one cell is 
responsible for 4 threads (blockDim%z equals 4, just as Fig. 6) and there 
are 64 particles in this cell (Ns equals 64), the thread [0, 0, 0] (k_s equals 
1) covers computing tasks of the 1st, 5th, 9th …, 61st particles, and 

thread [0, 0, 1] (k_s equals 2) manages the 2nd, 6th, 10th, …, 62nd 
particles, and so on. All threads execute the computing instructions 
simultaneously to realize maximum parallelism and GPU device 
utilization. 

The performance results of the new scheme are provided in Fig. 7. 
For the former generation data center GPUs (V100 series), all the 
benchmarks with different numbers of ppc show the outstanding 
improvement benefit from the reduced scheme (Fig. 7a and 7b). It can 
reach up to about 15 times of acceleration rate than the old scheme, 
which confirms the value of the development of the new algorithm. On 
the other hand, however, the profit from the updated scheme on the 
A100 GPUs is not so impressive. It only has about 1.4~3.53 times ac-
celeration ratio compared to the time expense of these two schemes 
(Fig. 7c and 7d). This outcome is not surprising as the hardware upgrade 
will narrow the ascendancy of the superior algorithms, which has been 
mentioned in the last section. Additionally, the new scheme has a sig-
nificant acceleration ratio increase for all the GPU models when the 
parameter ppc rises. But this increasing trend is slowed down as ppc 
reaches 100 or even more. Nonetheless, the acceleration ratio almost has 
no sign of decline during the continuous increase of ppc. The 2.5D 
thread-block launch strategy can take credit for this excellent and 
satisfying feature. 

Fig. 7. Benchmark results of different data center GPUs with a series of ppc in the particle moving part. The shallow green bars are the results of the previous scheme 
where the sequential treatment is used, and the deep green bars are the results of the present scheme where the reduction method is applied. The acceleration ratio 
between the old and new scheme is obtained by calculating the value of tsequential/treduction. The simulation domain size in this part is fixed at 600×1200, and variations 
of ppc are given at the X label of the subfigures. All the data of the time costs are the average results of 10,000 iterations. 
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Optimization of the current computing 

During the evolution of the space environment and plasma condi-
tion, particle moving contributes to the formation of the conduction 
current: 

J = qiniVi + qeneVe (5)  

where ni and ne are the number density of ions and electrons, and Vi and 
Ve are the bulk flow velocity of these two species. The number density 
and the bulk flow velocity are the zero-order and first-order moment of 
the particle distribution function, respectively. Considering the indi-
vidual particles in the discrete situation, the current is composed of their 
position difference within the time interval Δt [36,37]: 

J =
∑

np
qivi + qeve =

1
Δt
∑

np
qi
(
xi,1 − xi,0

)
+ qe

(
xe,1 − xe,0

)
(6)  

where np is the particle’s total number, and the subscripts 0 and 1 stand 
for the previous and present particle statuses. In the meshed PIC simu-
lation domain, the particles can cross a cell’s boundary and enter other 
cells during the moving process. Thus, the conduction current produced 
by those particles should be split into at least two parts by the cell’s 
boundary line to be weighted on the different cells’ grid points [38]. In 
that case, Eq. (6) can further be expended as: 

J =
1

Δt
∑

np
qi

(
∑

k
xi,1,k − xi,0,k

)

+ qe

(
∑

k
xe,1,k − xe,0,k

)

(7) 

In Eq. (7), the additive count number k represents that the trajectory 
of the particle np is split into k parts. After the current elements 
contributed by each particle are obtained, they are allocated to the grid 
point data multiplied by the corresponding weight: 

J(i, j) =
∑

np
Js, kW(i, j) (8)  

where W is the weight factor of each current element to the four grid 
points of each cell. Thereby, the conduction current produced by the 
particle moving is deposited discretely to be stored in the data array. 

Although the computing tasks of the current element from each 
particle are regarded as a SIMD process on the GPU device, the accu-
mulation of the current elements on the same grid point cannot be dealt 
with simultaneously. The RWC problem occurs when multiple additive 
operations are executed on the identical data address, which has been 
proposed in the previous study. The prospective approach to this issue is 
the atomic operation which barriers the requests from other threads 
until the present calculation is finished. In conditions with large ppc, 
however, the frequent and massive atomic operations on the global 
memory will significantly decrease the computing efficiency [39,40]. 
The improvement method of tiles-based or partitions-based can be 
chosen to achieve the dynamic load of each block [41,42]. Here, we 
introduce a three-stage current computing scheme adapted to the GPU 
architecture, which is illustrated in Fig. 8. For the first level, all threads 
in each block are actively involved in the calculation of the current 
element and hold the results on the registers (functioning as a calcu-
lator). Then on the second level, the shared memory in each block 
gathers all the current elements calculated within the present block 
(functioning as an accumulator). And finally, the collected data in the 
shared memory are written back to the global memory on the third level 
(functioning as storage). Through this approach, the computing in-
structions complete most of the atomic operations on the shared mem-
ory. Benefiting from the higher bandwidth of the on-chip memory 
(registers and shared memory), the new scheme reduces much of the 
time expense from thread barriers. 

The new scheme of the current computing reserves the features of 
reduction treatment on the particles and 2.5D thread-launch strategy, 
which are similar to the particle moving part. The shared memory data 

of the current is declared initially (jx_s, jy_s, jz_s). Next, the current 
computing process in each cell is followed as: 

if(i >= 2 .and. i <= mx-1 .and. j >= 2 .and. j <= mz-1) 

then 

do sp = 1, 2 

q = (sp - 1)*qe – (sp - 2)*qi 
do n = k_s, Ns(sp), blockDim%z 

call COMPUTINGCURRENT(jx_s,jy_s,jz_s,x(n),y(n),u 

(n),v(n),w(n),q) 

end do 

end do 

end if 

In the code above, the symbol q is the present particle’s charge, the 
symbols x and y are the particle’s 2D positions, and the symbols u, v, and 
w are the 3D velocities. The subroutine (attributes(device) subroutine 
COMPUTINGCURRENT(…)) executed on the GPU device is responsible 
for computing each particle’s current contribution and accumulating to 
the shared array. At the time when this process is complete, the 
temporarily stored data in jx_s, jy_s, and jz_s are collected to the global 
array jx, jy, and jz: 

if(i >= 2 .and. i <= mx-1 .and. j >= 2 .and. j <= mz-1) 

then 

jxold = atomicadd(jx(i,j),jx_s(i_s,j_s)) 

jyold = atomicadd(jy(i,j),jy_s(i_s,j_s)) 

jzold = atomicadd(jz(i,j),jz_s(i_s,j_s)) 

end if 

Through the new scheme proposed above, the high time-expense 
atomic operation on the global memory is prevented from being 
applied by each particle. It also speeds up the data transferring rate and 
increases the efficiency, theoretically. Another essential point should be 
noted that the thread number in the Z dimension (threads dealing with 
the same cell) is expected not to be large in the current computing part. 
Otherwise, the cost of more atomic operations on the shared memory 
will restrain the advantage of thread-level parallelism in a single cell. 

In Fig. 9, the improvement results of the new scheme are provided. 
The significant acceleration ratios are attained in all simulation bench-
marks using the V100 GPUs. It can boost the program by about 3 ~ 7 
times faster compared with the time expense of the old scheme (Fig. 9a 
and 9b). The situations on the A100 GPUs are not optimistic. It has a 
limited acceleration ratio of up to 2.5 times (Fig. 9d), and it even could 
have a negative performance when ppc is at a low value (Fig. 9c). The 
acceleration ratio differences reflect the architecture disparities of these 
two generation GPUs. The hardware upgrade prominently improves the 
data transferring speed of the global memory, which can result in low 
promotion compared with the old scheme on the newer generation 
GPUs. Meanwhile, as the parameter ppc increases, the acceleration ratios 
of V100 GPUs maintain a declining trend. In contrast, on A100 GPUs it 

Fig. 8. Sketch of the three-stage current computing scheme. The black dots 
stand for the particles. The solid red arrows represent the conduction current 
contributed by each particle. The green grids with deep yellow fill represent the 
shared memory array. The black grid at the bottom represents the global 
memory array. 
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gradually increases at first and then reaches the bottleneck when ppc 
equals 400. This phenomenon is benefited from the advanced archi-
tecture which alleviates the RWC when using multiple atomic opera-
tions, so that the increase of ppc does not significantly lower the 
acceleration ratio as the former generation GPUs. 

Summary and overall performance 

In the present stage of development, the updated algorithms and 
schemes for the 2.5D full kinetic PIC simulation have been implemented 
theoretically and achieved remarkable performance in practice. Partic-
ularly, the particle moving and the current computing parts during the 
iteration attain a significant improvement over the previous code 
version. To complete the whole procedure of the consecutive iterations, 
the sequence of subroutines in the flow chat should be rearranged 
accordingly. Fig. 10a provides the new scheme based on the reliance of 
each computing assignment:  

1) Firstly, the iteration begins with the half-advance of the magnetic 
field following Faraday’s law. The shared-memory-based scheme for 
this FDTD is applied;  

2) Then, the particles’ positions and velocities are updated using the 
local electromagnetic fields following the Newton-Lorentz equation. 
The reduction treatment on the particles and the 2.5D thread launch 
strategy is adopted in this step;  

3) Again, the half-advance of the magnetic field is applied to constitute 
a full-step advance;  

4) After that, the particles that enter the ghost cells at the simulation 
domain boundary during Step 2 should be calibrated with their po-
sitions. The periodic boundary treatment on the particles is applied 
in this scheme;  

5) Next, the particles’ physical addresses in the data array should be 
sorted using the Radix sort method due to the operation in Step 4. 
Meanwhile, the number of particles in each cell is obtained. This 
procedure prepares for the reduction method of Step 6 in the present 
step and Step 2 in the next step; 

6) Afterward, the conduction current is computed using the contribu-
tion from each particle’s moving. The reduction treatment, the three- 
stage current accumulation scheme, and the 2.5D thread-launch 
strategy are applied in this step;  

7) Finally, the electric field is advanced following Ampere’s law. 

The time expense percentage of each procedure is measured and 
shown in Fig. 10b. On both types of data center GPUs, the proportions of 
the particle moving (blue pies) and current computing (deep yellow 
pies) decrease and are comparable to the time expense of the particle 
position calibration (cyan pies). This feature is different from the pre-
vious scheme, where the former two procedures have the dominant 
status in each step (Fig. 1). 

The ultimate benchmark results of the whole iteration subroutines 

Fig. 9. Benchmark results of different data center GPUs with a series of ppc in the current computing part. The shallow green bars are the results of the previous 
scheme where the atomic operations are directly applied to the global memory. And the deep green bars are the results of the present scheme where the three-stage 
method is applied. The acceleration ratio between the old and new scheme is obtained by calculating the value of tglobal/tthree− level. The simulation domain size in this 
part is fixed at 600×1200, and variations of ppc are given at the X label of the subfigures. All the data of the time costs are the average results of 10,000 iterations. 
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are presented in Fig. 11. Comparing the new scheme and the old scheme 
(Fig. 11a), the V100 series GPUs have highlighted improvements that 
can achieve close to 5.5 times faster than the previous design (green line 
in Fig. 11a, grid size 1600×2000). However, when the simulation 

domain size is small (grid size 400×800), the negative effect would 
appear (acceleration ratio < 1). From the perspective of the A100 series 
GPUs, the overall performance can reach as much outstanding as that of 
the V100 GPUs. And the highest improvement can reach approximately 
5 times (orange line in Fig. 11a). Moreover, the acceleration ratio of 
V100 and A100 GPUs increases steadily as the simulation grid gradually 
raises, which is an excellent characteristic different from the schemes 
used in other studies. This valuable signature also brings the advantage 
to the total acceleration ratio compared with the CPU (orange line in 
Fig. 11b). The overall performance is enhanced (maximum 734 boos-
ted), and it basically maintains the increasing trend during the increase 
of the grid size. Meanwhile, the results on V100 GPUs (green line in 
Fig. 11b) show that the new scheme effectively restrains the sharp drop 
of the acceleration ratio on V100 GPUs when the domain size increases 
(see Fig. 5b  in Ref. [13]). As a result, it can easily attain an acceleration 
ratio over 100 in large-scale simulations instead of several dozen. 

Discussions 

The improvements benefited from the new scheme on the two types 
of data center GPUs have distinguishable features. On the one hand, it 
still can attain decent performance in large-scale simulations on GPUs 
with older architecture. This advantage is predominantly contributed by 
the proper utilization of the on-chip memory to increase the data 
transferring speed and reduce redundant data fetching operations. And 
it is suitable for those GPUs having limited memory rate and bandwidth, 
such as the legacy data center GPUs (NVIDIA Tesla K80, P100, and 
V100) and GeForce game GPUs (GTX and RTX series). In other words, 
the new scheme can guarantee fast access to the simulation results 
without high-cost GPU hardware upgrades. It also can be realistic to use 
GPU-embedded Personal Computer (PC) to perform PIC simulations. On 
the other hand, if it is possible to have access to the HPC center with 
advanced data center GPUs (NVIDIA A100 and H100), the acceleration 
ratio can maintain to be increasing and high value when the simulation 
scale increases. And this feature mainly benefits from the reduced al-
gorithm on the particle treatments. Built with a larger memory size than 
the former generations, a single advanced GPU can also carry out large- 
scale simulations within a short time, substituting for the traditional 
computing model with thousands of CPUs. 

Through the profiling tool of NVIDIA Nsight Compute for CUDA 
kernels, it suggests that the present schemes of particle moving and 

Fig. 10. (a) Flow chat of iteration sequence in the new scheme. (b) Time 
expense percentage of different procedures in each iteration. These benchmark 
results are obtained from the simulations using domain size 600×1200 and 100 
particles per cell. The time expense of each procedure is the average result of 
the 10,000 iterations. The percentage is calculated through the method: tpi 

/
∑

i
tpi, where i ∈ [1, 5] and tpi refers to the time expense of the procedure i. 

Fig. 11. Comparisons of the overall performances between the new scheme and the old scheme (a) and between the new scheme with GPUs and the CPU version (b). 
The green lines represent the benchmark results of NVIDIA Tesla V100 series GPUs, and the orange lines stand for the results of NVIDIA A100 series GPUs. The 
simulation domain sizes are given at the X label of the subfigures, and ppc is fixed at 100. All the benchmark results are the average values of the 10,000 iterations. 
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current computing have limitations in both memory and computational 
aspects. From the perspective of memory, it faces the uncoalesced global 
memory access due to the sorting process. When dealing with the data 
exchange for the particle array, the threads in a wrap will access 
different memory addresses across pages. This phenomenon will result 
in lower L1/TEX and L2 cache hit rates, and the device will spend more 
time searching addresses and then fetching data. The global memory 
bandwidth is not fully occupied and expresses latency. For the compu-
tational part, it will declare much of the temporary parameters on the 
registers of each thread during the kernel execution process. And the 
more complicated numerical operations like dividing and square root 
also consume more registers. As a result, the live register number of each 
thread during the computing is large and causes lower wrap occupancy 
and SM performance covering the corresponding threads. It could be 
expected to be addressed through the algorithm optimization in the 
future update. Additionally, the update of GPU architecture could also 
be expected to mitigate these issues. 

Besides the procedures of each iteration step mentioned in Fig. 10a, 
there are other numerical issues that should also be considered. Since 
the current J is gathered from the particle’s distribution using charge- 
conserving treatment, the discrepancies between ∇⋅E and the charge 
will gradually accumulate. One possible solution is to apply a filter to the 
current. The common filter for PIC simulations is Jf (i) = αJ(i) + (1 −

α)(J(i − 1)+ J(i + 1))/2, where Jf is the filtered result and α is the 
weight factor. In our scheme, the 2D binomial filter is adopted (α = 0.5) 
after the current accumulation from particles. Adding a “pseudo-cur-
rent” to the Ampere law is another optional method [43,44]. Through 
this algorithm, the violations of Gauss law and the unphysical behaviors 
by numerical errors can be greatly prevented. However, more recent 
studies found that there are no major differences in the simulations with 
and without pseudo-current, and the numerical errors do not have sig-
nificant building up as time [45]. For a standard PIC simulation program 
applied with Yee solver, it is not necessary to add a divergence cleaning 
process to each iteration step as Gauss law is satisfied in the beginning 
[46]. Though, it is still essential to consider the numerical errors espe-
cially in the simulations requiring enormous iteration steps. 

Present kernels of iteration subroutines have already achieved 
satisfying performance. There are still other technologies or algorithms 
to boost the program further. The Tensor Core module in the SMs of the 
GPU device is an alternative computing source [47,48]. Tensor Cores 
enable mixed-precision computing, dynamically adapting calculations 
to accelerate throughout while preserving accuracy. The latest genera-
tion of Tensor Cores is equipped with AI inference ability to further 
accelerate computing. This technology can be applied in the process of 
data smoothing processes originally, for instance, the current smoothing 
in the iteration of the main program, and the 2D raw data filtering using 
convolution [49] for output in the diagnosis part. A possible diagram of 
the current smoothing using Tensor Cores is illustrated in Fig. 12. The 
convolution of the raw current data preloaded on the shared memory 
(green grid with deep yellow filling) and the smooth coefficients (green 
grid with gray filling) can be executed on the Tensor Core module (gray 
blocks). However, the appliance of the Tensor Cores has certain limi-
tations [50]. If the coefficient size is small, the computing performance 
on the Tensor Core may be no better than the common FP32 or FP64 
(single float point or double float point) calculators of the SMs. In 
addition, the earlier generation of the Tensor Core (e.g., 2nd on V100 
series GPUs) only supports the highest to the FP16 (half-float point) data 
type multiplication natively. Still, the idea of using Tensor Cores can be 
reserved in future implementation for a more suitable algorithm. 

For the future update of the GPIC program, it is expected to imple-
ment the multi-GPUs capability. The crucial point during the scheme 
design is the communications between different GPUs and the data 
transfer between the cluster host and GPU devices. These issues could 
potentially be disposed guided by the NVIDIA Collective Communica-
tions Library (NCCL) or the NVIDIA OpenSHMEM (NVSHMEM) 

application programming interface (API). NCCL is a library providing 
inter-GPU communication (point-to-point send or receive) primitives 
that are topology-aware. Besides, NCCL can provide fast data collection 
over multi-GPUs both within and across hosts, with a variety of inter-
connection technologies including PCIE (Peripheral Component Inter-
connect Express), NVLink (NVIDIA Link Bridges), and IB (InfiniBand). 
And NVSHMEM can provide the host-side interface to allocate sym-
metric memory distributed across the cluster. This symmetric memory is 
directly accessible to peer GPU on the host connected via NVLink. These 
two advanced communication libraries enable the adaptive functions of 
the clusters with different interconnection approaches. They also can 
realize faster data fetching process than the traditional model of GPU- 
aware MPI configuration. 
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1. Introduction
Magnetic reconnection, involved with active energy conversions between electromagnetic field and particles, is 
abundant in the solar wind (e.g., Phan et al., 2020), terrestrial magnetopause (e.g., Burch et al., 2018), magne-
tosheath (e.g., Phan et al., 2018), magnetotail (e.g., Huang et al., 2012, 2018; Lu et al., 2020), and interplanetary 
space (e.g., Singh et al., 2015). The reconfiguration of the magnetic reconnection topology is initialed with the 
electron diffusion region (EDR), where the magnetic field lines reorganize, and the electron frozen-in condition 
is broken (nonzero E′ = E + Ve × B). The EDR is divided into inner and outer EDR. The magnetic field converts 
its energy to the particles in the inner EDR and heats/accelerates the electrons (e.g., Burch et al., 2016b; Huang 
et al., 2021; Jiang et al., 2019; Torbert et al., 2018). In contrast, the outer EDR has the opposite process with 
negative energy conversion measurements (J·E′ < 0) compared with the inner EDR (e.g., Hwang et al., 2017; 
Karimabadi et al., 2007; Shay et al., 2007; Xiong et al., 2022c; Zenitani et al., 2012). These two regions regulate 
the reconnection regimes and manage the energy release budget.

The outer EDR connects the reconnection site and the pileup region downstream of the outflow exhaust. The 
high-speed electron jets from the inner EDR outrun the magnetic field in the outer EDR (e.g., Karimabadi 
et al., 2007; Shay et al., 2007), returning the energy to the magnetic field. This energy propels the magnetic flux 
accumulation behind the reconnection front (RF). The electric field at the electron rest frame, induced by the 
changing magnetic field and working as the temporary energy carrier, decelerates the electrons passing the outer 
EDR (e.g., Xiong et al., 2022c). From another perspective, the electrons can be regarded as magnetic generators 
during partial remagnetization (e.g., Payne et al., 2021). These outcomes denote that the energy budget in the 
outer EDR is highly correlative to the electron dynamics.

Abstract Magnetic reconnection is a fundamental physical process of rapidly converting magnetic energy 
into particles. The electron diffusion region (EDR) is the crucial region during magnetic reconnection. The 
outer EDR, which also plays a crucial role in magnetic reconnection, is responsible for energy conversion. 
In the outer EDR, the electrons are decelerated and return the energy to the magnetic field on the pileup 
region behind the reconnection front. In the present study, we used the fully kinetic particle-in-cell simulation 
and revealed that part of decelerated electrons in the outer EDR could even move back to the inner EDR. 
This phenomenon is caused by the dominant contribution from the magnetic tension force, and it suggests a 
magnetic Marangoni effect in space plasma, similar to the Marangoni effect in fluids. Our results potentially 
propose a brand-new physical process and a novel mechanism in the EDR during magnetic reconnection.

Plain Language Summary Plasma's energy can be changed through various approaches in the 
universe, and magnetic reconnection is one of those approaches to convert energy from the magnetic field to the 
plasma. In the reconnection site, the inner electron diffusion region (EDR) is an essential area where the energy 
is released, and the electron's energy is enhanced significantly. Meanwhile, in the outer EDR, the electrons 
are decelerated by the electric field, thus their energy decreases. However, part of those electrons can move 
backward to the inner EDR, and how this phenomenon comes up has no further investigation. In this study, 
we use numerical simulations to reveal the possible mechanism of this kind of electron's motion. It is found 
that the electron deceleration is caused by the magnetic tensor force. The electrons with specific conditions 
have the possibility to move backward. Those backflow electrons have a second chance to be accelerated again 
in  the inner EDR. Such electron motion in plasma physics is not a kind of gyro movement but might indicate 
a so-called magnetic Marangoni effect similar to the Marangoni effect in fluid physics. Our findings propose a 
novel mechanism associated with electron acceleration in the EDR during magnetic reconnection.
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In the present study, we focus on the energy conversion in the outer EDR, where the negative J·E′ can be well 
balanced by the work done by the Lorentz force in both in-situ observation and PIC simulation. The dominant 
component is the magnetic tension force induced by the out-of-plane current. Through the single trajectory anal-
ysis, it is found that the electrons can be influenced by the magnetic tension force and even move back to the 
inner EDR and then be accelerated again. This backflow motion of the electrons is not a gyro motion but might be 
related to the so-called “magnetic Marangoni effect.” It is also suggested that the electrons have a second chance 
to carry the energy from the reconnection site to the pileup region.

2. Instruments and Simulation Setup
The observational data from Magnetospheric Multiscale (MMS) mission (Burch et al., 2016a) with high resolu-
tion are used in this study. The magnetic field, the electric field, and the particle moments are from the Fluxgate 
Magnetometer (FGM) (Russell et  al., 2016), the Electric Double Probe (EDP) (Ergun et  al., 2016; Lindqvist 
et al., 2016), and the Fast Plasma Investigation (FPI) (Pollock et al., 2016), respectively.

The PIC simulation is performed using Harris current sheet equilibrium under zero guide field configuration 
(e.g., Huang et al., 2014, 2015; Xiong et al., 2022a, 2022b, 2022c; Zhou et al., 2012). The simulation domain 
size is 1,200 × 1,800 cells, and 200 pairs of ions and electrons are deposited in each cell. The light speed is c/
vA = 30, where vA is the Alfvén speed. The mass ratio (mi/me) is 100. The ion inertial length (di) is 60 cells. The 
temperature ratio between ion and electron (Ti/Te) is 5. The plasma frequency and gyrofrequency ratio of electron 
(ωpe/ωce) is 3. The normalized units and the methodology of electron trajectory analysis are detailed illustrated 
in Xiong et al. (2022a).

3. Results
We start from the outer EDR situations with both MMS observations and PIC simulation. The left part of Figure 1 
is the event that MMS4 encountered the outer EDR of magnetic reconnection on 19 September 2015. The local 
coordinate vectors LMN and the reconnection signatures of this event have been addressed in the previous study 
(Hwang et al., 2017). Notably, current sheet crossing (Figure 1a) and high-speed outflow electron jets are detected 
(Figures 1c and 1d), as well as the nonzero electron frozen-in condition (Figure 1e). These features indicate that 
the spacecraft has traveled through the EDR. Here we mainly focus on energy balance characteristics in the outer 
EDR (shallow yellow region). Energy conversion (black line in Figure  1f) is primarily negative (Figure  1f), 
implying that the energy is converted from the particles to the magnetic field. Using the Poynting theorem:

(

𝜕𝜕𝜕𝜕2∕2𝜇𝜇0

)

∕𝜕𝜕𝜕𝜕 + ∇ ⋅ 𝐒𝐒 = −𝐉𝐉 ⋅ 𝐄𝐄′ − 𝐕𝐕e ⋅ (𝐉𝐉 × 𝐁𝐁) (1)

The negative J·E′ in the outer EDR, which is predominantly caused by the electron deceleration (e.g., Xiong 
et al., 2022c), is counter-balanced by the work done by the Lorentz force (blue line in Figure 1f). In other words, 
the Lorentz force in this region contributes to the electron deceleration.

There is a virtual satellite trajectory roughly sketched in the simulation results at the time tΩci = 36 for compar-
ison. From the simulation perspective, the work done by the Lorentz force on the electrons in the outer EDR 
(magenta dashed square in Figure 1h) can well balance the term J·E′ (Figure 1g) at the identical position, consist-
ent with the observations (shallow yellow region in Figure 1f). The Lorentz force can be decomposed into the 
magnetic pressure force part and the tension force part:

𝐉𝐉 × 𝐁𝐁 = (∇ × 𝐁𝐁∕𝜇𝜇0) × 𝐁𝐁 = −∇𝐵𝐵2∕2𝜇𝜇0 + 𝐁𝐁 ⋅ ∇𝐁𝐁∕𝜇𝜇0 (2)

The work done by these two parts is also shown in Figures 1i and 1j. Apparently, the main contributor to the 
Lorentz force comes from the magnetic tension force. Therefore, the deceleration motion of the electrons in the 
outer EDR is dominantly controlled by the magnetic tension force.

To figure out how the magnetic tension force functions on the electrons, the term Ve∙(B∙∇B/μ0) is further decom-
posed into its three-direction components. The X component (Figure 2a) has a high positive value, corresponding 
with the total volume of the magnetic tension force work (Figure 1i). The Y component (Figure 2b) is negative 
and counter-balanced mainly by the X component, while the Z component's contribution is negligible. Electron 
energy gain from the magnetic tension force in the Y direction cannot cover the loss in the X direction, thus 
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resulting in the net positive work of magnetic tension force. The directions of electron bulk velocity and magnetic 
tension force are the same in the X direction (Figures 2d and 2g) while opposite in the Y direction (Figures 2e 
and 2h), consequently leading to the deceleration and acceleration in X and Y directions, respectively. Noticeably, 
the magnetic tension force strength in the X direction is relatively large (Figure 2g), which takes the most respon-
sibility for the electron deceleration motion.

Next, we attempt to discuss how the magnetic tension force forms in the outer EDR during the reconnection. The 
X and Y components of magnetic tension force can be split as follows:

(𝐁𝐁 ⋅ ∇𝐁𝐁∕𝜇𝜇0)𝑥𝑥 = (𝐵𝐵𝑥𝑥(𝜕𝜕𝐵𝐵𝑥𝑥)∕𝜕𝜕𝑥𝑥 + 𝐵𝐵𝑧𝑧(𝜕𝜕𝐵𝐵𝑥𝑥)∕𝜕𝜕𝑧𝑧)∕𝜇𝜇0 (3)

(𝐁𝐁 ⋅ ∇𝐁𝐁∕𝜇𝜇0)𝑦𝑦 = (𝐵𝐵𝑥𝑥(𝜕𝜕𝐵𝐵𝑦𝑦)∕𝜕𝜕𝑥𝑥 + 𝐵𝐵𝑧𝑧(𝜕𝜕𝐵𝐵𝑦𝑦)∕𝜕𝜕𝑧𝑧)∕𝜇𝜇0 (4)

And the four terms at the right-hand side of Equations 3 and 4 are shown in Figure S1 in Supporting Information S1. 
The term Bz(∂Bx)/∂z is expected to take the dominant effect on the magnetic tension force X component (Figure 
S1b in Supporting Information S1). With the continuing reconnection process, it is suggested that the pileup effect 
behind the RF (Bz, Figure S1f in Supporting Information S1) and the contraction of the current sheet (∂Bx/∂z, Figure 
S1g in Supporting Information S1) contribute to forming the magnetic tension force in the X direction. Besides, 
the magnetic field has the relation of ∇ × B = μ0J, and its Y component can be expanded as ∂Bx/∂z − ∂Bz/∂x = μ0Jy. 
As a result, the high out-of-plane current (Jy, Figure S1j in Supporting Information S1) impels to form the term 
∂Bx/∂z. And the term Bz(∂Bx)/∂z evolves into the condition as Figure S1b in Supporting Information S1 shows. 
Meanwhile, the primary carriers of the current in the EDR are electrons (e.g., Xiong et al., 2022b). Therefore, as the 
reconnection continues, the energy-enhanced electron jets are constantly poured out toward the outer EDR, form-
ing the intense current. The gradually accumulated current contributes to the magnetic tension force formation. 
Conversely, this generated tension force then decelerates the electrons passing the outer EDR.

Figure 1. (a) Magnetic field; (b) Electric field; (c) Electron bulk velocity; (d) Current using plasma momentum; (e) Electric field in electron rest frame; and (f) Energy 
conversion (black line) and Lorentz work (blue line). In the right part, (g) Energy conversion; (h) Lorentz work; (i) Magnetic tension force work; and (j) Magnetic 
pressure work. The shallow yellow region of the left part delimits the outer electron diffusion region (EDR) boundary. The red arrow in panel (g) is the virtual satellite 
trajectory, and the magenta dashed squares in panels (h–j) mark the outer EDR boundary.
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The variance of the electron distributions passing the outer EDR also shows distinguishable properties. In 
Figures  2l–2j, the electron velocity distributions (EVD) in the outer EDR are presented to show the motion 
change of the electrons along the outflow direction. At the position Z = 5 di and X = 6.25 di which is closer to the 
inner EDR (Figure 2l), the EVD almost gathers in the II and III quadrants of the distribution panel, which means 
the electron jets toward the outflow direction. However, as the position is gradually farther from the inner EDR 
(from Figures 2j to 2l), the EVD gradually shows the trend of a significant population in the I and IV quadrants 
(black dashed semicircles in Figures 2j and 2k). This suggests that electrons are decelerated and even part of them 
have the possibility to move backward, propelled by the magnetic tension force in the outer EDR.

In Figure 3, one typical electron with such backward motion in the outer EDR is picked up, which has a similar 
orbit in previous research (e.g., Shuster et  al., 2015), and its physical conditions along the traveling path are 
also shown. This electron is accelerated in the inner EDR and then ejected toward the outflow direction (X− 
direction). Afterward, the electron goes through the outer EDR and is decelerated even moving backward at 
the position around X = 5.5 di, where it is forced mainly at X+ direction (red arrows in Figure 3a). During this 
deceleration process which lasts approximately 0.11 Ωci −1 (11 Ωce −1), the electron's energy constantly decreases 
(color level in Figure 3b). Next, the electron travels back to the inner EDR and carries the energy again through 
the acceleration  process at this region. Its moving direction comes to the second reverse at around X = 6.8 di, 

Figure 2. (a–c) Three components of magnetic tension force work, (d–f) electron bulk velocity, (g–i) magnetic tension force, (j–l) Electron velocity distribution at three 
positions of the outer electron diffusion region (EDR) (Z = 5di and X = 5.95di, 6.1di, and 6.25di). The white dashed squares in panels (a, b), (d, e), and (g, h) are the 
boundary of the outer EDR.
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and begins to move into the outer EDR again. Likewise, the electron certainly loses energy during this traveling 
phase. Eventually, the electron passes the EDR and reaches the exhaust region of the reconnection.

Meanwhile, time variations of the physical quantities of this electron and electromagnetic fields are also recorded 
and shown in Figures 3c–3i. During the early time when the electron is inside the inner EDR (tΩci < 36.5), the typi-
cal energization process of the electron can be identified (Figure 3i). Before the first reversal, the electron travels 
through the outer EDR and experiences deceleration mainly along the X direction (around tΩci = 36.5, Figure 3f). 
At the first reverse time (around tΩci = 36.58), the electron reaches the magnetic field pileup region (Figure 3d). It 
gains much velocity in the Y direction (Figure 3f), thus being forced mainly toward the X+ direction (Figure 3g). 
Around the second reverse time (around tΩci = 36.67), the electron returns to the inner EDR and is ready for the 
second acceleration process. During the whole traveling time in the EDR, the electron's energy has a temporary 
low value (around tΩci = 36.6, Figure 3i). This electron's reverse motion in the outer EDR allows it to experience 
the process twice, during which the electron carries the energy from the reconnection site to the pileup region.

We have screened out 110 electrons that have a similar backflow motion in the outer EDR from the total 4,453 
recorded electron data in Xiong et al. (2022a). The characteristics of the backflow electrons are captured and shown 
in the statistical form in Figure 4. When these electrons begin to enter the outer EDR, their velocity angles versus the 
local magnetic field are different from the conditions of whole-tracked electrons (Figure 4a). Furthermore, the veloc-
ity distribution differences between the backflow electrons and the others within the two vertical dashed lines are 

Figure 3. The red arrows in panel (a) represent the force direction and the relative magnitude. Color dots in panel (b) 
represent the electron energy. (c) Electron position in the 2D plane; (d, e) Magnetic field and electric field along the 
trajectory; (f) Electron velocity; (g) Electron frozen-in condition; (h) Magnetic tension force along the trajectory; and (i) 
Electron energy. Two vertical dashed lines mark the two moving direction reverse points.
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presented in Figure S2 in Supporting Information S1, where it is suggested that the backflow electrons initially tend 
to have a higher outflow and lower Z direction velocity (Figures S2b and S2e in Supporting Information S1). At the 
reverse point, the electron's energy varies in a widespread energy level (Figure 4b). The absolute value of magnetic 
tension force along the X direction, almost gathers at around 1.5 normalized unit, though the force increases slightly 
when the electron energy is more significant than 1 normalized unit. This feature is reasonable because the higher 
electron's energy, the more significant force is needed to turn the electron backward. Based on the variations of elec-
tron energy during the backflow motion, we also compare the energy differences of all backflow electrons between 
the first entering and the last entering the outer EDR, and the results are presented in Figure S3 in Supporting 
Information S1. Most electrons can obtain higher energy than the first time they enter the outer EDR (Figure S3a in 
Supporting Information S1). Besides, the magnetic Marangoni effect has more significant energy enhancement on 
the electrons with lower energy when they first enter the outer EDR (Figure S3b in Supporting Information S1). This 
feature indicates that the electron backflow motion can provide more chances of acceleration for part of the electrons 
having low energy during the first acceleration in the inner EDR to reach a higher energy level.

Meanwhile, these electrons' gyro-radii are also calculated. The linear correlation between the electron energy 
and the gyro-radius can be obtained. During the electrons' outflow process, their motions are governed by the 
curvature parameter (e.g., Büchner & Zelenyi, 1989):

𝜅𝜅 ≡

√

𝑅𝑅𝑐𝑐∕𝑟𝑟𝐿𝐿 = |𝐵𝐵𝑧𝑧∕𝐵𝐵0|

√

𝐿𝐿∕𝑟𝑟𝐿𝐿 (5)

Figure 4. (a) Backflow motion electrons (blue area) and all tracked electrons (gray area) outflow angles at the entry point of the outer electron diffusion region. (b) 
Black dots are the X component of magnetic tension forces when the electrons begin to move backward, and the black dashed line is the fitting result; red dots are the 
electron gyro-radius at the reverse point, and the red dashed line is the fitting result. (c) Joint distribution of electron curvature parameter at both the entry point and 
the reverse point. (d) The red bars represent the electron number at the corresponding position; the back line is the 1D slice of the X component of the magnetic tension 
force along the X direction. The magenta line is the 1D slice of the magnetic Marangoni number.
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where Rc is the curvature radius of the magnetic field, rL is the electron gyro-radius, and L is the current sheet 
length scale. This parameter of the electron is calculated at both the entry point to the outer EDR and the reverse 
point, and their joint distribution is displayed in Figure 4c. Apparently, at both positions the curvature parameter 
is much less than 1, implying that the continuous process of outflow and backflow of these electrons refer to a 
non-gyro and non-regular motion (e.g., Zenitani & Nagai, 2016). Additionally, the reverse positions along the 
X direction of these electrons are also recorded and presented in the red histogram in Figure 4d. Most electrons 
turn back to the inner EDR at the position around 5.5–6.5 di and 8.5–9.5 di. The X component of the magnetic 
tension force sliced along the X direction is plotted at the right black axis of Figure 4d. Obviously, within the 
backflow spatial range mentioned above, the tension force is about ±1.5 normalized unit consistent with the result 
in Figure 4b.

In summary, there are two processes that manage the energy conversion between the electrons and magnetic field 
in the EDR, which are shown in Figure 5. At the early time of the reconnection, the electrons are accelerated in 
the inner EDR and decelerated in the outer EDR, then travel to the downstream exhaust (Figure 5a), which is the 
pattern described in the previous research (e.g., Hwang et al., 2017; Karimabadi et al., 2007; Shay et al., 2007; 
Xiong et al., 2022c; Zenitani et al., 2012). The electrons convey the energy from the X point to the magnetic field 
at the pileup region behind the RF. At the later time of the reconnection, the magnetic tension force induced by the 
strong out-of-plane current evolves stronger and drives part of the outflow electrons backward. These electrons 
return to the inner EDR and experience the acceleration and deceleration processes again, hence carrying the 
energy from the reconnection site to the pileup region twice (Figure 5b).

4. Conclusion and Discussion
The outer EDR has the function of decelerating the electrons and reassigning the electrons' energy to the magnetic 
field. The Lorentz force, especially the magnetic tension force component, is the dominant driver that hinders 
the electrons from moving and even turns them back to the inner EDR. During this process, the magnetic tension 
force is induced by the current, in which the primary carriers are electrons. These backflow electrons are accel-
erated and decelerated successively, bringing the energy from the reconnection site to the pileup region again. 
That kind of backflow motion of electrons is not related to the gyro effect by the magnetic field, and the backward 
points are almost located in the outer EDR. This twice deceleration motion of the electron brings another possi-
bility to the energy conversion pattern.

From another insight, the process of those electrons ejected from the inner EDR and moving back to the inner 
EDR, is similar to the Marangoni effect in fluids (e.g., Scriven & Sternling, 1960). Marangoni effect in fluids 

Figure 5. The red area is the inner electron diffusion region (EDR) and the blue one is the outer EDR. The colored arrows represent the electrons' flow direction, and 
the color of these arrows shows the energy level of the electrons. The color varies from red to blue representing the energy from high level to low level. The solid arrows 
stand for the major electrons passing through the outer EDR, and the dashed arrow represents the electrons with backflow motion.
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refers to the mass transport with the existence of the surface-tension gradients and convection instability (e.g., 
Smith, 1966). In the fluid case, the temperature gradient is formed by the upstream heating on a free surface, that 
the cellular convection (or the Marangoni convection) is induced by the surface tension force (e.g., Pearson, 1958). 
The convection loop carries the responsibility of transferring the heat and mass during the absorption process of 
drop films forced by the surface tension (e.g., Isvoranu & Staicovici, 2004; Rongy et al., 2012). One of the critical 
criteria during the convection is defined by the Marangoni number (e.g., Boeck, 2005; Boeck & Thess, 1998): 
Ma = γqd 2/λρνD, where γ is the surface tension, q is the heat flux at the free surface, d is the layer thickness, λ 
is the fluid conductivity, ρ is the fluid density, ν is the viscosity, and D is the diffusivity. After quantifying the 
flow velocity scale, the equation above can be rewritten as (e.g., Shiratori et al., 2020): Ma = U0d/D, where U0 
represents the characteristic velocity. The large Marangoni number indicates a high relation between heat trans-
formation and energy dissipation in fluid turbulence (e.g., Boeck & Thess, 1998). Based on the condition in the 
magnetohydrodynamic case, the magnetic Marangoni number can be extendedly defined as: Mam  =  U0d/Dm, 
where Dm is the magnetic diffusivity. The parameter Dm is defined as Dm = (μ0σ0) −1, where μ0 is the magnetic 
conductivity and σ0 is the plasma conductivity. It refers to the outward expansion degree of the magnetic field 
(∂B/∂t = Dm∇ 2B) (e.g., Baumjohann & Treumann, 1997). In the EDR of the magnetic reconnection, specifically, 
U0 is determined by electron bulk velocity, d refers to the current sheet thickness, and Dm indicate local expansion 
of the magnetic field spatially and temporally. The parameter |Dm| is obtained by Dm 2 = ƩiDm,i 2, where Dm,i (i = {x, 
y, z}) is derived from ∂Bi/∂t = Dm,i∇ 2Bi, for considering three components of the magnetic field. Consequently, 
the magnetic Marangoni number can be obtained through the equation Mam = U0d/|Dm| and shown in Figure 4d 
(magenta line). Obviously, Mam in the outer EDR is much larger than that in the inner EDR. Therefore, the elec-
trons with particular outflow conditions in the outer EDR have the possibility to flow back to the inner EDR, 
indicating the magnetic Marangoni effect.

The occurrence of the magnetic Marangoni effect in the outer EDR can be inferred from the magnetic Marangoni 
number. From plasma perspective, it depends on the present bulk flow velocity toward the outflow direction. If 
the outflow velocity from the inner EDR is low, it is insufficient to form the magnetic tension force required to 
propel the magnetic Marangoni effect, indicating a low Mam. In addition, the thin current sheet is regarded as the 
preliminary stage of the reconnection which has limited electron outflow. It also implies the low possibility of 
the magnetic Marangoni effect. From the standpoint of the local field, the reconnection regimes have determined 
the regulation of magnetic annihilation in the inner EDR and the accumulation in the outer EDR, respectively. 
Therefore, the gradient of the magnetic field in the outer EDR is guaranteed to exist during reconnection, whether 
asymmetric or with guide field. This gradient contributes to tension force formation and reflects the magnetic 
diffusivity in the composition of the magnetic Marangoni number.

Data Availability Statement
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Abstract Magnetic reconnection is the physical process that converts the energy from the fields to the
plasmas in space, astrophysical and laboratory plasmas. The Reconnection front (RF) is the structure generated
in the reconnection outflow region and participates in the energy release budget. Here, we first report a novel
crater structure of magnetic field behind the RF, which is well supported by both the in‐situ observations from
the Magnetospheric Multiscale mission and kinetic particle‐in‐cell simulations. The theoretical explanations
from the simulations suggests that the formation of the crater structure is possibly due to that high‐speed outflow
electron jet from inner electron diffusion region constantly strikes the RF. From another perspective, the crater
structure is the continuous impact of the electron jet. Our results can establish a new understanding of the RF and
energy conversion during magnetic reconnection.

Plain Language Summary Magnetic reconnection is a natural process in space environments,
astrophysical settings, and laboratories, where energy from magnetic fields is transformed into the energy of
various particles. One crucial structure in this process is called the reconnection front (RF), which plays a big
role in how energy is released. In our study, we have discovered something interesting: a unique crater‐like
structure behind the RF. We found evidence for this in observations from the Magnetospheric Multiscale
mission and computer simulations that study the behavior of particles in magnetic reconnection. Our
simulations suggest that this crater shape happens because electrons have the high‐speed outflow and form
current jets. It is like the electrons poured out from the inner electron diffusion region, hitting a speed bump.
Another way to think about it is that this crater is formed by the continuous impact of fast‐outflowing electron
jets. Understanding this crater structure helps us better grasp how the RF works and how energy changes during
magnetic reconnection. Our research finds and tries to explain a new piece of the puzzle in understanding the
mysteries of space and plasmas in the magnetic reconnection process.

1. Introduction
Magnetic Reconnection, one of the crucial energy release processes, is abundant in space, astrophysical and
laboratory plasmas. In the diffusion region, which is regarded as the core area of the reconnection, the magnetic
field topology is changed and its energy is converted into the plasmas (e.g., Burch, Torbert, et al., 2016; Huang,
Vaivads, et al., 2012, Huang, Xiong, et al., 2021; Torbert et al., 2018; Zenitani et al., 2011). The different be-
haviors of ions and electrons due to the different masses lead to the distinction of two‐scale diffusion regions: ion
diffusion region and electron diffusion region (EDR) (e.g., Pritchett, 2001). Particularly, the EDR is also char-
acterized by two parts: the inner EDR, where the electrons receive the energy from the breaking magnetic field
lines, and the outer EDR, where the electrons' energy is transferred to the magnetic field (e.g., Hwang et al., 2017;
Karimabadi et al., 2007; Shay et al., 2007; Xiong et al., 2022a).

Reconnection front (RF), which is also called dipolarization front in the Earth's magnetotail, is the structure
produced by the reconnection and propagating toward the outflow direction (e.g., Fu et al., 2012, 2013a, 2013b;
Huang, Zhou, et al., 2012, 2015b, 2019; Jiang et al., 2020; Lin et al., 2023; Nakamura et al., 2009). In traditional
cognition, the RF is formed through the continuous pile‐up of the newly reconnected magnetic field lines, pre-
dominantly expressed by the quantity Bz (or BN in LMN coordinates). Therefore, Bz gradually reaches the peak
level from the center X point to the outflow exhaust (e.g., Sitnov & Swisdak, 2011). The RF carries the re-
sponsibility of transferring the energy from the reconnection point downstream during the propagation of RF
(e.g., Fu et al., 2017; Shu et al., 2021). Furthermore, the electrons can be accelerated at and behind RF and form
various kinds of distributions (e.g., Barbhuiya et al., 2022; Fu et al., 2011, 2012, 2020a, 2020b, 2022; Huang, Lu,
et al., 2021; Wei et al., 2022, 2023; Xu et al., 2018, 2022; Yu et al., 2023; Zhao et al., 2019).
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However, recent observations and simulations show that RF can have more complicated structures than ever
expected. The rippled electron‐scale structures can be generated at RF due to the lower hybrid drift instability
(e.g., Bai et al., 2022; Pan et al., 2018), the interchange instability accompanied by multiple flow channels (e.g.,
Fu et al., 2019; Yu et al., 2022), and the electron‐scale plateau of the magnetic field caused by electron vortex is
observed at RF (e.g., Jiang et al., 2020). The crater‐shaped flux ropes on the RF can be produced by Kelvin‐
Helmholtz waves (e.g., Farrugia et al., 2011; Hwang et al., 2020). Moreover, we can recognize a dip region
behind the peak of RF so that the magnetic field lines are dented (e.g., Egedal et al., 2019; Song et al., 2019).
However, the cause of this dented structure behind the RF lacks detailed investigation, since this dented region
potentially connects the outer EDR and RF spatially and might be involved in the energy conversion budget
during the process of energy propagation from the X‐line to the downstream exhaust. In the present study, we
provide direct observational evidence of this dented area (called crater structure in the rest of the text) behind the
RF, which is captured by the Magnetospheric Multiscale (MMS) mission. We also perform the 2.5‐D full kinetic
particle‐in‐cell (PIC) simulations to verify this structure compared with the observation results and reveal how it
is formed during the reconnection evolution.

2. Instruments and Numerical Methods
We take full advantage of MMS data for its high resolution and precision (Burch, Moore, et al., 2016). The
magnetic field data with the sampling of 128 Hz is from the Fluxgate Magnetometer (FGM) (Russell et al., 2016).
The electric field data with the sampling of 8,196 Hz is from the Electric Double Probe (EDP) (Ergun et al., 2016;
Lindqvist et al., 2016), and the particle's moments data (150 ms for ions, 30 ms for electrons) are from the Fast
Plasma Investigation (FPI) (Pollock et al., 2016).

We also carry out 2.5‐D PIC simulations where the code has been used in previous studies (Huang et al., 2014,
2015a; Xiong et al., 2022a, 2022b, 2022c, 2023; Zhou et al., 2012, 2014). The mass ratio of ion and electron ismi/
me = 100 for the limited computational resource, the initial temperature ratio is Ti/Te = 5, and the ratio between
the electron frequency and the gyro‐frequency ratio is ωpe/ωce = 3. The simulation is performed in the domain
with the grids of 1,600 × 2,400 (32di × 48di, di is the ion inertial length), and therefore de equals 5 which can well
resolve the electron dynamics. Periodic boundary conditions are applied along both X and Z directions. The spatial
grid is normalized by di and the time is normalized by Ωci

− 1. The magnetic fields are normalized by background
magnetic field (B0), the current is normalized by qin0VA, the energy conversion is normalized by qin0B0VA

2 (qi is
the ion charge, n0 is the background density, VA is Alfven speed), and the ion and electron velocity are normalized
by VA.

3. Results
The MMS observation detected the crater structure behind the RF in a reconnection event occurring at the dusk
flank magnetopause on 5 October 2017 (Øieroset et al., 2021). Figures 1a–1k display the physical quantities at
LMN coordinates transformed from the GSE coordinate system by the minimum variance analysis method
(Sonnerup & Cahill, 1967). The typical reconnection signatures can be easily recognized: bipolar Hall magnetic
field with respect to large guide field (Figure 1b), high‐speed outflow (Figures 1g and 1h), strong out‐of‐plane
current density (Figure 1j) predominately carried by the electrons (Figure 1h), and non‐zero energy conversion
(Figure 1k) during the current sheet crossing (BL reverse, Figure 1a). Other detailed information, such as the
identification of diffusion regions has been presented and discussed by Øieroset et al. (2021). We mainly focus on
the crater structure behind the RF which is highlighted by the colored blocks in Figures 1c–1f. All four spacecraft
cross the crater structure successively, capturing the local dips marked by four vertical dashed lines. The dip
positions exactly correspond to the current sheet center (Figures 1a–1f) for all crossings of four spacecraft. Both
ions and electrons are approximately demagnetized within this structure (not shown here). Noticeably, the peak
centers of VeL and VeM of MMS1 are not well aligned with the dashed lines due to the deflection and distortion
effect under the guide field (e.g., Goldman et al., 2011; Le et al., 2013; Tharp et al., 2013).

The approximate sketch of MMS traveling is presented in Figure 1w to help better understand. The sequence of
crossing moments and positions of four spacecrafts are ordered based on the spatial evolution of the reconnection
(Øieroset et al., 2021). The MMS4 is the closest to the diffusion region and even crosses the outer EDR (blue line
in Figure 1k), thus observing negative J·E′ (e.g., Hwang et al., 2017; Xiong et al., 2022a). As the crossing point
along the L direction is further away from the EDR, the energy conversion between the fields and the particles
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gets lower. The gray area is the crater structure, and its width expands with further outflow, verified by the width
of four colored blocks in Figures 1c–1f. The crater structure has an intersection with the outer EDR as MMS4
detects both the crater structure (Figure 1c) and the outer EDR (Figure 1k). The RF is located ahead of the crater
structure and forms the regime in the crater structure that connects the outer EDR with the RF.

PIC simulations are performed to make a comparison with the observations. We are intent on setting the guide
field as Bg = 1B0 in this run case to avoid obtaining a highly disturbed reconnection structure, though it is about
Bg = 2B0 in the observation. The XYZ coordinates are used in the simulations, and they correspond to the di-
rections of the LMN coordinates of the observations, respectively. Four virtual satellites' trajectories are chosen
just following the crossing pattern in Figure 1w to get the 1D slices from the 2D simulation results at the time
tΩci= 28. As is shown in Figures 1l–1v, the simulation results demonstrate the same conclusions with the left part

Figure 1. Comparison of magnetospheric multiscale (MMS) observation and particle‐in‐cell simulation. Four colors are used
to distinguish the four MMS satellites or virtual satellites. (a) and (l) L and X component of the magnetic field. (b) and (m) M
and Y component of the magnetic field. (c–f) and (n–q) N and Z component of the magnetic field. (g) and (r) Electron outflow
velocity Vex. (h) and (s) Electron out‐of‐plane velocity Vey. (i) and (t) L and X component of the current density. (j) and
(u) Out‐of‐plane current density. (k) and (v) Energy conversion term J·E′. The vertical dashed lines mark the approximate
position of the current sheet center. (w) reconnection front (RF) crossing pattern of the satellites. The dashed lines are the
MMS trajectories. The solid black lines are the magnetic field lines. The red and blue areas are the inner and outer electron
diffusion region, respectively. The gray area is the crater structure. The shallow orange area is the RF.
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of Figure 1. The dips of Bz component are clearly captured, and the change in their widths also shows the spatial
evolution of the RF from the EDR to the outflow downstream (Figures 1n–1q).

Next, we attempt to reveal how this crater structure forms behind the RF. The crater structure is guaranteed to
exist under different levels of guide field from the results of observation (Bg= 2B0) and simulation (Bg= 1B0). On
the one hand, since the existence of the guide field makes the reconnection regime more complex and difficult to
investigate, and the structure of the reconnection is more regulated under zero guide field and symmetric case
(e.g., Goldman et al., 2011; Le et al., 2013; Song et al., 2019). On the other hand, in the observations we could
roughly capture symmetric BM on two sides of the current sheet (Figure 1b), especially from MMS4 and MMS3.
Besides, the peaks of electron outflow can be detected possibly due to the asymmetry of density and temperature
at two sides of the current sheet center (e.g., Montag et al., 2020), and currents are exactly located in the current
sheet center (Figures 1g and 1i, especially fromMMS4 toMMS2). These signatures indicate that the reconnection
in this event could approximately be regarded as a standard symmetric reconnection as the condition with zero
guide field when considering the region close to EDR. Therefore, it makes sense to explain physically through the
run case with zero guide field (Bg = 0). The left part of Figures 2a–2f show the parameters associated with the
formation of crater structure at the time tΩci= 40, when the reconnection rate reaches the highest (Figure 2g). The
shallow yellow region marks the crater region in the X direction. There is an evident dented trend of Bz around the

Figure 2. Simulation results of crater structure behind reconnection front. (a) 2D distribution of Bz. (b) 1D cut of Bz (black line) and the term − ∂Bz /∂x (blue line). (c) 2D
distribution of μ0Jy. (d) 2D distribution of μ0Jey. (e) 1D cut of the term μ0Jy (black line), μ0Jey (green line), μ0Jiy (blue line), and ∂Bx /∂z (red line). (f) 2D distribution of
energy conversion J·E′. The magenta dashed lines in panels (a), (c), and (d) are the 1D cut position. The shallow yellow region highlights the crater structure area along
X direction. (g) Reconnection rate normalized by B0VA. (h–l) Time evolution of the 1D cuts of the term Bz, − ∂Bz /∂x, μ0Jy, μ0Jey, and J·E′. The magenta dashed lines in
panels (j–l) mark the largest gradient of crater structure long X direction. The four vertical black dashed lines shows the moments picked in Figure 3.
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current sheet center (Z = 8di) (Figure 2a), which makes it a dip detection when crossing as the pattern in
Figure 1w. The Bz changes from flattening to steep from X = 10.25di to X = 9di in the yellow shadow region
(black line in Figure 2b), resulting in the sharp increase of the term − ∂Bz /∂x (blue line in Figure 2b). Meanwhile,
the electrons are the dominant carrier of the out‐of‐plane current in EDR (Figures 2c–2e), and the ions begin to
take effect at the region around X < 9.5di. Considering the fact that the outflow jets are dominated by the electron
within the diffusion region and the crater structure is well resolved around X < 9.5di which is basically within the
EDR (Figure 2a), we proceed to only consider the contribution from electrons. Combined with the Y component of
the approximated Ampere's law, these terms are connected as the equation − ∂Bz /∂x ∼ μ0Jey− ∂Bx /∂z. Noticeably,
the position of the crater structure connects with the outer EDR (Figure 2f), where J·E′ is negative and the
electrons experience deceleration (e.g., Xiong et al., 2022a). As a result, the current density gradually decreases at
the crater structure from right to left and cannot match the gradient of Bx along Z direction, thus forming a peak of
− ∂Bz /∂x and the crater behind the RF.

Following the time sequence, we also identify the evolution of the crater structure during the reconnection. The
right part of Figure 2 illustrates the time evolution of the 1D slices of physical quantities in the left part. The slice
region is Z = 8di and X = 4 ∼ 12di. The reconnection rate is shown in Figure 2g for a better comparison of
different phases. The area farther away from the RF peak is set as blank in Figures 2h–2l to avoid interference
from other fine structures behind the RF. At the time tΩci = 28, the crater structure begins to form (Figure 2h) and
the increase of the term − ∂Bz /∂x also shows the appearance (Figure 2i). When the reconnection evolves to a faster
phase (tΩci= 34), it is more obvious to detect the peak of the term − ∂Bz /∂x (Figure 2i) and the negative J·E′ in the
outer EDR (Figure 2l). At the stage of the peak reconnection rate (tΩci= 40), the sharp increase of the term − ∂Bz /
∂x also reaches the most significant level. The consistent variation paces of these variables with time demonstrate
the formation process and spatial evolution of the crater structure (Figure 2i, magenta lines in Figures 2j–2l).
Besides, the RF and crater structure propagate downstream no further than X = 6di during the evolution. The
particle outflows at two sides of the reconnection downstream have yet to converge. And the width of the crater
structure along the Z direction is no more than 4di indicating that it maintains a distance of 6di distance to the
upper Z boundary. These suggest that the reconnection is still a localized process and the formation process of this
structure could not be affected by the boundary condition until the time of tΩci = 40 we investigate.

Now that the formation of the crater structure is associated with the out‐of‐plane electron jets (Figures 2c–2e), we
consider the connection between electron outflow, crater structure, and RF. Figure 3 shows the evolution of Bz
(colored counter lines) and the electron flow (black arrows) at one side of the reconnection outflow. The vertical
dashed lines in the right part of Figure 2 mark the four selected moments. Furthermore, the 1D sliced data at the
position Z = 8di are also presented in Figures 3e–3h. The inner EDR width expands toward outflow during the
early phase, and the outer EDR gradually forms (Figures 3a and 3b). Meanwhile, the magnitude of Bz increases at
two sides of the current sheet center initially; however, it maintains a low level at the current sheet center (black
and red lines in Figure 3e). Moreover, Bz contour lines gradually dented toward the outflow direction (Figure 3b).
These suggest that the peak of RF has not formed yet at the early stage of the reconnection, but the crater structure
has shown its prototype shape (especially at tΩci = 28). As for the later time, the RF's pileup process is accu-
mulated and rises to a high level (red color contour lines in Figures 3c and 3d, peaks of green and blue lines in
Figure 3e) and moves further away from the EDR. The crater structure becomes more apparent behind the peak of
RF, which is indicated by the local negative peaks of Bz gradient (marked by shallow green and blue bars in
Figures 3e–3h). Both inner and outer EDR get wider along the X direction, and Bz turns out to be thicker (along the
Z direction) and more dented from the reconnection point to the outflow downstream (Figure 3d).

Interestingly, the outer EDR can roughly fit into the partial crater region behind the RF (especially in Figures 3c
and 3d). Combined with the previous study (Xiong et al., 2022a), the relationship between the crater structure and
the outer EDR can be inferred from the electron motion, which is summarized in Figures 3i and 3j. The high‐speed
outflow electron jets are poured out from the inner EDR and then would be decelerated by the outer EDR. On
account of these processes, the electron energy is converted into the magnetic field, continuously propelling the
RF formation. On the other hand, the speed of electron outflow gradually increases during the reconnection
evolution through the inner EDR acceleration (Figures 3g and 3h), where the reconnection electric field plays the
dominant role in this process (e.g., Xiong et al., 2022c). At the later phase (Figure 3j), these high‐speed electron
jets constantly strike the RF in the outflow region, where they flush the RF anterior section to be flatted and
extended. In that case, the flux pileup region is gradually compressed, manifesting the crater region proposed in
this study. The RF peak accumulates and propagates downstream pushed by the outflow electron jets.
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4. Conclusions and Discussions
With the support of theMMS observations and PIC simulations, we verified a novel crater structure behind the RF
for the first time. Four MMS spacecrafts cross this structure successively and capture its spatial characteristics.
The PIC simulations suggest that the crater structure generates behind the RF and probably connects to the outer
EDR. Theoretically, the gradient of Bx along Z direction (∂Bx /∂z) cannot match the out‐of‐plane electron current
(Jy) in the outflow region, thus forming the crater structure. The electrons have a direct contribution to this
structure during the reconnection evolution. After accelerating in the inner EDR, the high‐speed electron jets
could be restrained in the outer EDR for its deceleration effect (e.g., Hwang et al., 2017; Xiong et al., 2022a;
Zenitani et al., 2011). Moreover, in the outer EDR, the electrons convert the energy to the magnetic field,
therefore building up the RF propagating toward outflow. Meanwhile, the high‐speed electron outflow impacts
the RF continuously, and the Z component of the magnetic field is dented. These two processes impel the for-
mation of the crater structure behind the RF. It is also inferred that this structure could be a crucial area connecting

Figure 3. (a–d) Time evolution of Bz and the electron diffusion region (EDR) in 2D distribution at four moments: tΩci= 22, 28, 34, and 40. The colored contour lines are
Bz value. The shallow red area is the inner EDR, and the shallow blue one is the outer EDR. The black arrows are the electron flows. (e–h) 1D slices of parameters Bz,
∂Bz /∂x, Vex, and Vey at the position Z = 8di Four different color lines represent the results of four moments. The shallow green and blue areas in panels (e) and (f) are the
approximate positions crater structure. (i–j) Sketches of the crater structure evolution. The black solid lines are the Bz contour lines, and the red lines are the electrons
trajectories. The red, blue, and gray areas are the inner EDR, outer EDR, and crater structure, respectively.
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the EDR and pileup region in both spatial and energy perspectives. The crater structure participates in the energy
propagation from the X point to the downstream during the reconnection.

The observational results manifest the existence of the guide field which can restrain the reconnection rate and
outflow jets. Considering the effect from the guide field in the simulation could be necessary perspective. The
crater structure behind RF also can be found in the run case of Bg= 1.0B0 at the time tΩci= 40 which is presented
as the Figure S1 in Supporting Information S1. It is indicated by the dip area of Bz (Figure S1a in Supporting
Information S1) and the sharp rise of Bz gradient (Figure S1b in Supporting Information S1). The guide field
makes the jets (predominantly contributed by the electrons) deflected to one side of the current sheet (Figure S1c–
S1d in Supporting Information S1). The energy conversion is more disturbed and it is difficult to recognize the
outer EDR in the later evolution phase (Figure S1g in Supporting Information S1). In that case, it is barely to
confirm the existence of the electron deceleration motion in the outer EDR. Perhaps the outer EDR in the guide
field simulation would be restored by adding the temperature and density asymmetry just as the observation event.
Still, the impact from the electron's constant striking to the pileup region can be followed through the arrows
marked in Figure S1a and S1d in Supporting Information S1. This oblique striking could similarly make the
magnetic field dented which is more complicated than the zero guide field condition. Without doubt, the crater
structure is determined to form by the high‐speed electron outflow jets even affected by the guide field.

The formation and the energy conversion at the RF are affected by various factors and the different phases. The
curvature force can accelerate the outward movement of RF, and the maximum of the Bz is increased by the
Poynting flux (e.g., Song et al., 2020). Also, the energy released by the reconnection at the X‐line gradually
propagates to the RF as the evolution goes on (e.g., Shu et al., 2021). Noticeably, the ions carry the majority of the
current beyond the EDR but their current amplitude is relatively low (Figure 2e). This feature indicates a pos-
sibility that the ions are responsible for the downstream propagation of the crater structure. Combined with the
electron's motions in the EDR, it could be inferred that there are two processes, following the spatial sequence,
responsible for the evolution of the crater structure: (a) initially near the EDR at the electron scale, the electrons
strike the pileup region to form the crater shape of the structure; (b) then at the outflow region beyond the EDR,
the ions with low outflow speed drive the crater structure to the downstream at ion scale. Our results provide novel
ideas about how the RF forms based on the new signature, that is, the crater structure. It potentially suggests that
the energy lost by the electrons in the outer EDR could be temporarily cached in the crater structure, for which the
crater region is spatially connected to the outer EDR. Then, the stored energy is delivered to the RF through
another approach, which should be further excavated. Under this circumstance, the interaction between the
particles from EDR and RF is more complicated than expected. A new scheme of the RF formation and energy
budget is proposed based on the present simulation results, which broadens the understanding of the RF and
magnetic reconnection with a new perspective.

Data Availability Statement
The simulation data used in this study are available at the open science framework (Huang et al., 2023). The FGM
(Russell et al., 2016), EDP (Ergun et al., 2016; Lindqvist et al., 2016), and FPI (Pollock et al., 2016) data of the
MMS are available publicly at the MMS Science Data Center https://lasp.colorado.edu/mms/sdc/public/data.
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