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The Cloud Computing Platform 3:

A platform for running scienfific methods in a scalable,
cloud-based environment (VREs)

Provides on-demand, scalable computing through a web interface
or REST APIs

Supports running methods imported by users, available in the
platform, or shared by colleagues

Enables collaboration by sharing data, tools, and results in the same
environment

Built on containerization and JSON-based APIs for flexibility and
seamless integration
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What is D4Science
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A digital infrastructure for E:';‘G {‘-624 ]L/ 6.976 N 11.100
° ° ogo D . ‘22 L ‘23 D . '24
collaborative scientific research, S June o

combining over 500 software
components into a coherent and
centrally managed system of
hardware, software, and data
resources

« Federated digital infrastructure:
4 sites (1 Pisa, 3 @ GARR)

11.100 CPUs core

29 TB RAM

1.400 TB Storage

0 o It supports ESFRI RIs, national and
D4Science is owned and European projects, national and

managed by CNR international initiatives

CCP: A Cloud Computing Platform for FAIR, Open Earth Science by D4Science — EGU25 Wien - 01/05/2005




Virtual Research Environments (VRES)
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Community A

Community C

&% « Secure, web-based platforms tailored
. to scientific workflows

= * Integrate both local resources and
external services (e.g. cloud storage,
distributed computing)

HDI

« All accessible via a unified, on-
demand workspace in the browser

 Enable researchers to:
« Organize and store data
* Run and monitor computational methods
« Share tools and results
« Collaborate across teams and disciplines

External
Systems
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VRE - Collaborative Data Analysis

Highly Configurable
Jupyter Notebook env.

VRE Core Services

N\
4
3¢

Rstudio Version 4+ env.

Workspace

(Cloud
Storage)

Shiny Apps, Dash Apps

Scientific
Collab.

Galaxy Workflows

VRE tools

Analytics Engine (CCP)

g ¢ 0 ¢

[ Publishing ]

Custom Service/Docker
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What is CCP

Method import Per-method Web Ul
support via a and REST APl access

via Standard (OGC
APl — Processes)

dedicated tool
supporting any prog.
language

‘out-of-the-box”
methods as-a-Service | '
and automatic code
generation for Python,

R, Julia, Jupyter

Provenance
management
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Method Implementation:

Script, Algorithm, library

s @
la‘\a python

julia Cos
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Defining Methods

Importing
phase

—

iﬁ%’

docker

0%
0 ,CD

Resulting Web Ul &
REST API

SimplelmageClassifier [EEX}
A simple image classifier with parametrizable url to input picture compatible with the EXeculon Morkior m Pasie! -
Dd4sScience infrastructure
lputs ~ Search
SimplelmageClassifier o]2]o0]o]
* Runtime
nubisware/simpleimageclassifier:latest Al 1.0-1 | running | 208 (3]
Accepted 05/03/2024 @ 13:54:48.
Annottions for exectition Last update 05/03/2024 @ 13:58:33: Execution completed: Initialization
nnnnnnnnnnnnnnnnnnnnnnn completed
cd 0/00/85/32/68/1000_F_8532680¢ fDNL7BKZZpgy
Outputs
© Input imag @ Outputimage
- Generate code for:
-
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Method Executions

SimplelmageClassifier [EEE]

A simple image classifier with parametrizable url to input picture compatible with the
D4Science infrastructure

Execution Monitor

Inputs Search
& & Q
* Runtime 7 & SimplelmageClassifier (0]2[0]0]
et ML) oE (5]

Q. Workspace > CCP > executions
Accepted 05/03/2024 @ 13:54:48.

Annotations for execution 7

Last update 4 e Andrea's workspace

completed

@ 13:58:33:

Annotations for execution

B3 VRE Folders

[
[Dascience production Infrastructure

B _shared attachments
* Input picture ?

- _uploaded_forms

« @ ccP

4 [ executions

https://as1.ftcdn.net/v2/jpg/00/85/32/68/1000_F_85326806_k3nKFfDnL7BKZZpgplit

Outputs - SimplelmageClassifier_1.0.1_2024-03-26T07

;:ii SoBigData Lab % Administration 2 Method Importer s Method Engine 21 Members  H [ DataMiner

Input image
. DCF-RDB-RECOFI-andrea.rossi

Z File Edit View Run Kemel Git Tabs Settings Help
™ [ -] * [¢] @ Launcher X £ explainer_factory.py X ° CCP on SoBigData Gateway
ol 8 & CCP's job status notification
(=) fimport os To: Massimiliano A
8 | sobigdata-dataspace / GRETEL / import torch
#torch.manual_seed(5)#3,5
Name - Last Modified import random
® — N #random. seed(0)
config amonth ago B iuport numpy as np ¢ | 5
_ mdata amonth ago #np. rando. seed(@) information: Uploaded output files
= lab amonth.ago '+ '0s.environ["OMP_NUM_THREADS"] = "4" # export OMP_NUM_THREADS=1
™ launchers amonth ago 0 0s.environ["OPENBLAS_NUM_THREADS' "4" # export OPENBLAS_NUM_THREADS=1
C o - e os.environ["MKL_NUM_THREADS"] = "4" # export MKL_NUM_THREADS=1
legacy Mot aga 0s.environ["VECLIB_MAXIMUM_THREADS"] = "4" # export VECLIB_MAXIMUM_THREADS=1
™ src amonth ago os.environ["NUMEXPR_NUM_THREADS"] = "4" # export NUMEXPR_NUM_THREADS=1''"'
M
W/CURRENT.md simonth-ago from src.evaluation.evaluator_manager import EvaluatorManager
D dockerfile amonth ago from src.evaluation.evaluator_manager_do import EvaluatorManager as PairedEvaluatorManager
D dockerfile.gpu S ontlSgo from src.utils.context import Context
[ LICENSE amonth ago import sys
LMONCTEAQ0 if __name. "_main_":
[ makefile a month ago print(f"Generating context for: {sys.argv[1]}")
context = Context.get_context(sys.argv[1])
try.lock th - 4
D poetrylocl L context.run_number = int(sys.argv[2]) if len(sys.argv) == 3 else -1
D pyproject.tom! amonth ago
¥ ReAbMEmd 2 month ago *'*if torch.backends.mps.is_available():
b context. logger. info(f"MPS support founded switch to torch.set_default_dtype(torch.
" Untitled.ipynb 8 days ago context.logger. info(f"Clean the cache if torch.float64 where used before")
torch.set_default_dtype(torch.float32)'"'"
context.logger. info(f"Executing: {context.config_file} Run: {context.run_number}")
context. logger. info(
“"Creatina the evaluation mananer

Web Ul /| Rest APl execution

A
]

[ A |

i) S O 7

New Folder Upload Download Refresh

Name *

ccp-entrypoint.sh
ccpenv
method.yaml

output

SOBIGDATA

Owner

Andrea Rossi

Andrea Rossi

Andrea Rossi

Andrea Rossi

StorageHub/ Email results
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Go

SimplelmageClassifier_1.0.1_2024-03-26T07-56_f07872aa-b783-4b4e-8512-9554¢

Type

application/x-sh
text/plain
text/x-yaml

Folder

's job with id 60fcfb63-e452-47d4-8060-6580789f0929, named SimplelmageClassifier terminated correctly. Additional

(Esu
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Use Case: Geospatial Processing
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3 Analytics Engine" & = JupyterLab RStudio & & Catalogue 2% Members| ¢ A PYThon_bdsed DOCker image WiTh TOO'S
— like GDAL and the Copernicus Climate

Run your Methods/Algorithms on the Cloud Learn more GDAL - Reproject Clip Resample Raster TIFF - Workspace D O TO S -I- Ore ( C D S ) C D S A P | is p ro Vi d e d

Methods List

» Reproject a raster file to a different spatial reference system (SRS) (if indicated)
optionally clip the file to a selectable bounding box (if selected)

oo oo « Users can extend it or build their own
_— containers.

The image of the runtime to use for method execution. This depends on the infrastructure

v GDAL Geospatial @E] specific protocol for interacting with registries

GDAL - Raster TIFF Details - Workspace m hub.dev.d4science.org/test/python-gdal:latest
oBg -
S — = «  Example methods:

Public url of the raster tiff from workspace

Raster tiff

D4Science production Infrastructure

GDAL - Reproject Raster TIFF - Workspace SRS target

Alfredo Oliviero u shared Target spalial reference system in EPSG format examples: 3003, 4326, efc o R O STe r h O n d | in g : eXTrO CT m e TO d O TO 0 C O n ve rl-

Reproject a raster file to a different spatial reference system (SRS)

e formats, reproject raster

o
bounding box for clipping . .

* Terrain analysis: compute slope and aspect
GDAL - Clip Raster TIFF to boundingbox - Workspace gXX) area of the tiff image please select "WKT" format

Alfredo Oliviero ua shared

Clip a raster file to a bo

« Vector operations: buffering, spatial joins,
overlays

GDAL - Resample Raster TIFF - Workspace (D i + Advanced workflows: spatial interpolation,
Lol OBE - Resample resolution Q
» Resample a raster file to a to a specific resolution... (optional) resample resolution. used for x and y example: 20 n e TW O r|< O n O Iy S IS

D4Science production Infrastructure

ox selectable from the map

Resample resolution
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Use Case: Modeling and Simulation

SimplelmageClassifier [EEX}

A simple image classifier with parametrizable url to input picture compatible with the
D4Science infrastructure

Inputs

* Runtime 2

Annotations for execution 2

Annotations for execution

* Input picture 7

https://as1.ftcdn.net/v2/jpg/00/85/32/68/1000_F_85326806_k3nKFDnL7BKZZpgplit

Outputs
Input image Output image
- Generate code for:

Python 3

Execution Monitor Paste link here [
Search
A SimplelmageClassifier 0]2]o0]o]
v €2 (S [P | [Re-submit] &

Accepted 05/03/2024 @ 13:54:48.

Last update 05/03/2024 @ 13:58:33: E)
completed

D4Sclence production Infrastructure

Generate code for:  python 3 $

> €2 D (= | P JCofRe-submit] &

Accepted 01/03/2024 @ 15:19:26.

Last update 01/03/2024 @ 15:22:33:
completed

Sharing is
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CCP supports CPU-intensive simulations within
asynchronous, containerized workflows.

Compatible with models implemented in:

« Python, R, Java, Fortran, C/C++, and other scripting
languages
* Any containerizable framework or simulation engine

Example workflows:
+ Groundwater flow and contaminant transport
» Slope stability and landslide modeling
« Seismic hazard and crustal deformation
« Basin evolution and stratigraphic modeling

Execution is reproducible and scalable across
different infrastructures.
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FAIR Principles S %

CCP is designed for Open Science and it fully aligns with the FAIR
principles:

Accessible: executions are
run via VREs with federated
Access

Findable: methods and
outputs are indexed

Interoperable: REST APIs,

. Reusable: full provenance is
JSON descriptors, OGC :
standards captured and versioned

Provenance is tracked using standards like PROV-0O, ensuring full
documentation and reproducibillity.

Sharing is
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Why It Matters for scientists

Access o
significant
computational
resources

Reproducibility
Across methods
and data

Simplified execution
without fechnical
overhead

Integration into a Driver for Open
robust infrastructure Science, making
supported by CNR, outputs transparent,
widely adopted in traceable, and
European research shareable

=©
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. O
Conclusion :.

CCP brings scalable computation intfo your research,
without the burden of system configuration

Define once, run anywhere: from quick fests to complex
research

Designed for Open Science, built for reproducibility, and
ready for collaboration

Already supporting major initiatives like Blue-Cloud and
ITINERIS

=©
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Thank you

Any questionse

https://www.d4science.org/
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