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FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
Large HPC Data Sets
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FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
Concept / Prototype

« Datasets remain in their original storage
location

 Metadata is automatically extracted and
made publicly accessible and searchable
by push into a RDM-portal framework

 DOls are assignhed

« Data retrieval is handled separately, via
links/methods put into the metadata

Frontend: Based on InvenioRDM
(developed by CERN & partners)
Backend: In-house development
(Python, GitLab CI/CD, Docker,
VMWare, PostgreSQL, Celery)

rdm.lab.lrz.de

(@)1 =T=h

LRZ FAIR Data Portal

B -

Via this portal, data sets generated at the LRZ - with focus on large HPC datasets - are published according to the
FAIR principles.

Feel free to search in the box above!

Recent Uploads

CHAPTER: 3x3 km meteorological data 1981-2022 for Europe: 2D extracted fields

Tartaglione, Nazario ; Parodi, Antonio ; Bernini, Lisa ; Hachinger, Stephan ; Kranzimller, Dieter
[ 20 [ @ wetadata oy |

This is the first dataset released from the HPC project CHAPTER ("Computational Hydrometeorology — with Advanced Processing Tools to Enhanced
Realism"), produced on SuperMUC-NG (Leibniz Supercomputing Centre, LRZ, D).Using and testing modern IT techniques for workflow control and
data...
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https://rdm.lab.lrz.de/

RDM for Huge Datasets — LRZ Flavour of Harmonised GCS JSC/HLRS/LRZ Workflow |
Workflow by InHPC-DE Project / Gauss Centre for Supercomputing [¥

Default / ﬁﬁ' "
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[1] https://de.wikipedia.org/wiki/DataCite#/media/Datei:DataCite_logo.png — [2] https://marketing.globuscs.info/production/strapi/uploads/Globus_Logo_88c8b619be.zip
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FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
Back-End Functionality

E@ Search Engines / Web

. DOI Manager OAI-PMH REST API Landing Page

Metadata
Dissemination

Metadata Store

DataStore DataStore DataStore

@ G; MWN Cloud Storage Data Science Storage 1 Archive - LRZ
8 © a (<10TB) - CIFS or DSS (>100TB) - GPFS DSA (Data
NFS export

system, NFS export Science Archive)
[3] https://inveniosoftware.org/static/img/sticker-inveniordm-hex.svg?h=83bd6b07
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FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
Metadata

« Web interface for easy generation of metadata

sidecar files Metadata Editor for DataCite Metadata
« Standard: DataCite Metadata Schema v4.x with
minor (InvenioRDM) additions and modifications
« General purpose core metadata properties .
« Subject Classification: Dewey Decimal Classification
(D DC) Haupttafeln mi?_p, -
MNotation Thema ——
Haupttafeln
500 MNaturwissenschaften Tchr t
550 Geowissenschaften & Geologie o
551 Geologie, Hydrologie, Meteorologie Name v
5516 Klimatologie und Wetter Name Type
551.6072 Klima--Forschung, . . .
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https://deweysearchde.pansoft.de/

FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
Dataset

Published 2024 | Version v1 [ Dataset ]

CHAPTER: 3x3 km meteorological data 1981-2022 for Europe: 2D extracted

- Tansterrequestsubmitied X

fields
View st >

Tartaglione, Nazario? @); Parodi, Antonio? @; Bemini, Lisa?; Hachinger, Stephan® @; Kranzimiiler, Dieter? ° £ O wla

= - e [ s

This is the first dataset released from the HPC project CHAPTER ("Computational Hydrometeorology — with Advanced Processing Tools to Enhanced Realism"),
produced on SuperMUC-NG (Leibniz Supercomputing Centre, LRZ, D).

OI[) wora-ssezooecons

O wore.ssezoi0m

Using and testing modern IT techniques for workflow control and data management, CHAPTER has produced a competitive cloud-permitting atmospheric/
meteorological dataset at a resolution of 3x3 km for central Europe and the Mediterranean for 1981-2022.

[) PRec.AccNC_19820102000c . [5]
_¢

O [) snow_rcc.nc_isszorozonne

Here, we publish an excerpt from our multi-PB archive, containing the following fields: hourly cumulated precipitation ("PREC_AC_NC", in mm), zonal and
meridional component of wind at 10 m ("U10" and "V10", in m/s), temperature at 2 m ("T2", in K), specific humidity at 2 m ("Q2", in kg/kg), hourly cumulated snow
("SNOW_ACC_NC", in m of water equivalent), downward shortwave radiation at bottom ("SWDNB", in W/m?), downward longwave radiation at bottom ("LWDNB",
in W/m?), upward longwave radiation at bottom ("LWUPB", in W/m?). The data are organised in yearly folders, daily subfolders and finally in one file per field
(named according to the abbreviations of the nine fields mentioned). The file format is netedf.

O [) swons.ssez0102000c
O ) 280102000 sz zaom

O [) vioissotcz00ne

O[) vio_seaotezeonc

The CHAPTER data was produced by dynamically downscaling the ERA5 dataset of ECMWF with WRF-ARW. The model was set up with 2 domains (D01 and a
smaller D02), with a resolution of 9 km (D01) and 3 km (D02), respectively. DO2 covers countries from Estonia to the United Kingdom in the north and from Israel
over Tunisia to the largest part of Morocco in the south. The WRF model physical setup has been derived to a large extent from Pieri et al. (2015) and von
Hardenberg et al. (2015). The Yonsei University scheme (Hong et al. 2006) has been chosen for the planetary boundary layer turbulence closure, the RRTMG
shortwave and longwave schemes are used for radiation (lacono et al. 2008; Mlawer et al. 1997; lacono et al. 2000), and the Rapid Up-date Cycle (RUC) scheme
has been chosen (Smirnova et al. 1997, 2000) as a multi-level soil model (6 levels) with higher resolution in the upper soil layer (0, 5, 20, 40, 160, 300 cm). No
cumulus scheme has been activated in the innermost domain (D02) because the grid spacing allows us to resolve the convection dynamics. For consistency with
the boundary conditions, the New Simplified Arakawa-Schubert (NewSAS) convection scheme (Han and Pan, 2001) has been used in the outermost domain

(D01). The single-moment 6-class microphysics scheme (Hong and Lim, 2006) has been adopted.

CHAPTER data can be used to understand extreme-weather events and to model flash floods or forest fires, atmospheric dispersion or air quality, just to name a
few applications. The dataset as a whole is meant to advance our understanding of the mechanisms of past natural disasters and phenomena, to discover
climate-change signals in the phenomena investigated, and to understand how current models have to be set up in order to reproduce observations — i.e. to
produce predictions useful for administrative and political decision making.

Access to the dataset:
The dataset is available via the GLOBUS file-transfer service for large-volume data (see app.globus.com).

Direct link to the dataset on GLOBUS: CHAPTER-public folder on the LRZ DSA Container PN29C0O-DSS-0000.

[5] https://app.globus.org/file-manager?origin_id=clfaeaa3-4751-4358-ae61-34e45e99afcc&origin_path=%2FCHAPTER-public%2F&two_pane=false
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FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)

Harvesting

rdm.lab.lrz.de

Published 2024 | Version vi

D o

CHAPTER: 3x3 km meteorological data 1981-2022 for Europe:
2D extracted fields

Tartaglione, Nazario
Kranzimiller, Di

Parodi, Antonio? @; Bemin, Lisa?; Hachinger

‘Show affiiations

Citation Style  APA -

Tartaglione, N., Parodi, A., Bemini, L., Hachinger, S., & Kranzimaller, D. (2024). CHAPTER: 3x3
km meteoralogical data 1961-2022 for Europe: 2D extracted fields [Data set]. Leibniz .
Supercomputing Centre (LRZ), Garching b.M... Germany. https://doi.org/10.25927/0ppkT-znk14 e

Description

This is the first dataset released from the HPC project CHAPTER ("Computational Hycrometeorology — with Advanced Processing
Tools to Enhanced Realism’), produced on SupsrMUC-NG (Leibniz Supercomputing Centre, LRZ, D)

Using and testing modem IT techniques for workflow control and data management, CHAPTER has produced a competitive cloud-
permitting atmos pheric/meteerological dataset at a resalution of 3x3 km for central Europe and the Mediterranean for 1981-2022

Here, we publish an excerpt from our multi-PB archive, containing the following fields: hourly cumulated precipitation
("PREC_AC_NC", in mm), zonal and meridional companent of wind at 10 m ("U10" and "V40", in m/s), temperature at 2 m (2", in
K). specific humidity at 2 m (‘Q2", in kg/kg). hourly cumulated snow ("SNOW_AGG_NC", in m of water equivalent), downward
shortwave radiation at bottom ("SVWDNB", in W/m?), downward longwave radiation at bottom ('WDNB". in W/m), upward longwave
radiation at bottom ("LWUPB, in W/m). The data are erganised in yearly folders, daily subfolders and finally in one file per field
(named according to the abbresiations of the nine fields mentioned). The fils format is netodt

The CHAPTER data was produced by dynamically downscaling the ERAS dataset of ECMWF with WRF-ARW. The model was set
up with 2 domains (D01 and a smaller D02), with a resolution of 9 km (D01) and 3 km (D02), respectively. DO2 covers countries
from Estonia to the United Kingdom in the north and from lsrael over Tunisia to the largest part of Moroceo in the south. The WRF
model physical setup has been derived to a large extent from Pieri et al. (2015) and von Hardenberg et al. (2015). The Yonsei
University scheme (Hang et al. 2006) has been chosen for the planstary boundary layer turbulence closure, the RRTMG shortwave
and longwave schemes are used for radiation (lacono et al. 2008; Miawer et al. 1997, lacono et al. 2000), and the Rapid Up-date
Cyele (RUC) scheme has been chosen (Smimova et al. 1997, 2000) as a mult-level soil model (6 levels) with higher resolution in
the upper soil layer (0. 5, 20, 40, 160, 300 cm). No cumulus scheme has been activated in the innermost domain (D02) because
the grid spacing allows us to resolve the convection dynamics. For consistency with the boundary conditions, the New Simplified
Arakawa-Schubert (NewSAS) convection scheme (Han and Pan, 2001) has been used in the outermost domain (D01). The single-
moment 6-class microphysics scheme {Hong and Lim, 2006) has been adapted

CHAPTER data can be used to understand extreme-weather events and to model flash floads or forest fires, atmospheric
dispersion or air quality. just to name a few applications. The dataset as a whole is meant to advance our understanding of the
mechanisms of past natural disasters and phenomena, to discover climate-change signals in the phenomena investigated, and to
understand how current modsls have to be Set up in order to reproduce observations — ie. to produce predictions useful for
administrative and political decision making.

Access to the dataset:
The dataset is available via the GLOBUS file-transfer senice for large-volume data (see app.globus.com).
Direct link to the dataset on GLOBUS: CHAPTER-public folder on the LRZ DSA Container PN29CO-DSS-0000.

To gain access to the data, it is necessary to be signed up to a free GLOBUS user account and have an endpoint (transfer target,
e.g. installed fiee Globus Connect Personal). You can ereate an account for fiee, or — if your institution is federated — use your
institutional account to sign in (conditions see www.globusorline.org/legal/terms; GLOBUS is based in Chicago/US)

Versions

Version vi 2024
10.2552710ppk7-20k1 4

Keywoids and subjects
551.57 Hydrometeorology
661.6 Climatology and weather
518 Numerical analysis

004 Data processing & computer science

Resource type

Dataset

Publisher

Leibniz Supercomputing Centre (LRZ), Garching
b.M., Germany

Languages
English

Creative Commons Attribution 4.0
International

Export

JSON - Expor

This dataset was
harvested from the
general-purpose LRZ
Fair Data Portal by the
domain specific AWI
Earth Data Portal

Harv t eH:
valid_dewe

list{range(550, 560, 1))

The datasets to be
harvested are
identified based on
their Dewey
classification.

earth-data.de/data

DATA rov: asour  para

Temporal Coverage ~
Author ~
License ~
Persistent Identifier ~
Resource Type ~

The Earth Data Portal i effort of the Helmholtz
centres of the research field Earth and Environment AWI, FZ],
GEOMAR, GFZ, Hereon, KIT and UFZ.
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https://rdm.lab.lrz.de/
https://earth-data.de/data
https://earth-data.de/data?offset=0&q=3x3+km+meteorological+data+1981-2022+for+Europe

FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
Discussion

Challenges Status
* Frontend is live (manual publication)

« Backend is work in progress (automated
scanning logic, DSA access)

. [[;_i::fferent scientific domains « LRZ DSS/DSA and MWN Cloud Storage
ifferent storage resources are supported

« Large ,immobile” data sets (file size
limit of e.g. zenodo.org)

Solutions Outlook
« Metadata publication only
« Meaningful metadata (incl. DDC)  Towards live backend

 Harvesting interfaces (e.g. OAI-PMH) * Planning official LRZ service
« Modularised architecture for easy « Support for different storage resources
support of versatile storage
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FAIR Data Portal of the Leibniz Supercomputing Centre (LRZ)
LRZ FDM/RDM Team and Projects

You’re welcome to visit our booths 18-19-21 (DKRZ, UHH, NFDI4Earth, DLR, LRZ)!
Thanks for your attention from LRZ FDM/RDM Team
Stephan (lead) Johannes (tech lead)

Parts of this work have been supported by the project InHPC-DE, funded by the German
Federal Ministry of Education and Research (Forderkennzeichen 16HPCO02).

ll- L RZ Fair Data Portal:
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