
Molecular dynamics simulations as probes of the 
decomposition kinetics of atmospheric molecular 

complexes: A case study of nitrate chemical ionization  

Powered by TCPDF (www.tcpdf.org)

Christopher David Daub,  
Theo Kurtén and Matti Rissanen 

Tampere University and University 
of Helsinki



• As a bridge between working for Theo and working for Matti, we tried to find a nice MD 
project of interest. 

• We thought it would be worth doing MD on a straightforward system amenable to 
empirical force-field-based methods, that is, nitrate ion complexes with various 
atmospheric molecules. These are a key component of the nitrate-CIMS instruments 
Matti’s group uses (and many others!).



been studied by quantum chemistry,8,10 to the best of our knowl-
edge this is the first time the physics of the cluster decomposi-
tion has been studied by computational methods at the molecular
level.

2 Methods and Models
For the nitric acid molecule, we based our force field on one de-
veloped and used previously.25,26 However, this force field lacked
an O-N-O-H dihedral potential to control the orientation of the
OH group. We did a scan of the O-N-O-H dihedral angle using
density functional theory (DFT) calculations to determine a rea-
sonable dihedral angle potential term. We also increased the par-
tial charges on the OH group by ±0.05 to increase the binding
energy with the nitrate ion. For the other analyte molecules, in
all cases we used the LigParGen webserver27 to generate an Opti-
mized Potentials for Liquid Simulations (OPLS)-based force field
with partial charges computed at the Localized Bond-Corrected
Charges (LBCC) level.28–30 Nitrogen gas was modeled as a sim-
ple nonpolar diatomic molecule with a rigid bond, as developed
and used previously.31,32 Finally, we used a previously developed
model for the nitrate ion.33 However, we found that this model
combined with the OPLS models for the analytes considerably
underestimated the intermolecular binding energy. This was rec-
tified by increasing the partial charges on the atoms in the nitrate
ion in all simulations to qN = 1.25e and qO =�0.75e.

The optimized complex geometries (Figure 1) and binding en-
ergies (Table 1) for our empirical force field agree reasonably well
with those obtained by quantum chemical methods using ORCA
version 6.0.34,35 We note that the nitric acid-nitrate ion cluster
features a bridging hydrogen which cannot be correctly modelled
by a simple empirical force field, although the binding energy
agrees well. Importantly, the same trend for binding energy be-
tween different dihydroxybenzenes is reproduced. All of the force
fields used are detailed in the example LAMMPS36,37 input files
provided in the ESI‡.

HNO3 � NO�3

catechol � NO�3

4 � nitrophenol � NO�3

hydroquinone � NO�3resorcinol � NO�3

Fig. 1 Optimized geometries for nitrate complexes obtained by DFT
with the wB97x-D4 functional and the aug-cc-pVTZ basis set (left side
of each pair), and by MD simulation at 5 K with the empirical force field
described in the text (right).

2.1 Thermal decomposition
The optimized configurations of the nitrate ion complexes were
first equilibrated for at least 200 ps at a desired target tempera-

ture using a Langevin thermostat. To ensure the complex did not
dissociate during equilibration, a restraining potential was used
to maintain an equilibrium distance between the centers of mass
of the two molecules. All potential energy terms were cut off for
interatomic distances > 3.0 nm, large enough so that no inter-
molecular interactions were neglected while the complexes were
bound.

After the equilibration phase the thermostats were turned off
and the trajectory was continued in the microcanonical (constant
total energy) NV E ensemble using velocity Verlet integration. The
simulation time step was either 0.2 fs, or 0.5 fs in some cases
where the required simulation times were exceedingly long. Test-
ing showed no detectable difference between simulations using
the different time steps.

Over the course of the simulation the distance between the cen-
ters of mass of the molecules was recorded. Post-processing was
used to detect the breakup time of the complex. Each trajectory
was run until such time as the centers of mass of the molecules
were separated by 3.0 nm. This ensured that the cluster break-
down was irreversible. However, the actual cluster break up time
was further refined by searching each trajectory backwards from
this point until the molecules were separated by only 1.0 nm.

Thermal decomposition was also studied in systems with a
given amount of nitrogen gas added. Gas densities were defined
according to the amount of gas required for an ideal gas to have a
given pressure at a temperature of 300 K. Some simulations were
done at a higher temperature and therefore an increased pres-
sure. The densities and corresponding ideal gas pressures used
are given in Table 2. All simulations were run with fixed simu-
lation box volumes. At smaller gas densities, larger simulation
boxes were used to ensure a lack of finite size effects.

2.2 Field-driven decomposition

Field-driven decomposition was studied by preparing initial con-
figurations according to the same procedure described above for
purely thermal decomposition in nitrogen bath gas, at an initial
temperature of 300 K. After equilibration, a constant electric field
was applied which accelerated the negatively charged cluster in
the opposite direction of the field. Because the field-induced col-
lisions gradually add energy to the entire system, including the
gas, a Langevin thermostat was applied to maintain the gas tem-
perature at an average value of 300 K. The cluster molecules, as
well as gas molecules within a radius of 50 Å from the center of
mass of the cluster, were not included in the thermostat. This en-
sured that the collision dynamics of interest were not influenced
by the thermostat on the gas atoms, and that the cluster tem-
perature would only be affected by gas collisions and not by the
thermostat.

3 Results

3.1 Thermal decomposition

In Figure 2 we show calculations of P(t), the survival probability
of the cluster as a function of time. By running around 1000
trajectories for each cluster composition and initial temperature,
we were able to obtain well-converged determinations of P(t).
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• We use force fields based on the OPLS framework, with several modifications (eg. increased 
partial charges on the nitrate ion). 

• The empirical force field matches quantum chemistry for binding energy within 2-3 kcal/mol 
and the cluster minima mostly look similar to the DFT-optimized minima.  Good enough! 

• Systems studied are shown here, they include 3 related diphenols, nitrophenol and also 
HNO3・NO3

- since this cluster is an important species in the ionization region of nitrate CIMS.

ΔEbind

-27.3 kcal/mol

-29.3 kcal/mol

-24.9 kcal/mol

-29.4 kcal/mol

-20.3 kcal/mol



1) Cluster decomposition in vacuo: 
• Start from global minimum optimized structure for each cluster.  
• Run ~1000 simulations at each different initial T 
• Compute survival probability P(t) for the cluster to stay together. Then eg. 

-dP/dt is a rate for cluster decomposition (or do more involved modelling).



1a) Add some gas:

• Put each cluster in N2 gas with different pressures 
• Again compute P(t), compare with vacuum 
• Does the gas influence the decomposition?

1) Cluster decomposition in vacuo: 

• Start from global minimum optimized structure for each cluster.  
• Run ~1000 simulations at each different initial T 
• Compute survival probability P(t) for the cluster to stay together. Then eg. 

-dP/dt is a rate for cluster decomposition (or do more involved modelling).



2) Add Electric field:

• Electric field accelerates the charged cluster through the gas. 
• Does it break up differently vs. the pure thermal decomposition?

1a) Add some gas:

• Put each cluster in N2 gas with different pressures 
• Again compute P(t), compare with vacuum 
• Does the gas influence the decomposition?

1) Cluster decomposition in vacuo: 
• Start from global minimum optimized structure for each cluster.  
• Run ~1000 simulations at each different initial T 
• Compute survival probability P(t) for the cluster to stay together. Then eg. 

-dP/dt is a rate for cluster decomposition (or do more involved modelling).



A simple exponential does not work! There is a 
very long tail, some clusters remain bound for a 
very long time.  

Instead, I am using (a) stretched exponential(s) 
to model the survival probability: 

Ps1(t) = exp( − (t/τ)β)

Ps2(t) =
1

1 + A2
[e−(t/τ1)β1 + A2e−(t/τ2)β2]

sum of 2 also useful, 5 parameter fit:

1) Decomposition 
in vacuo: 

System DEbind,empirical DEbind,DFT DGbind,DFT Literature: DHbind DGbind
catechol·NO�

3 -27.3 -28.4 -16.6(11.4a) -26.2c -14.1c

resorcinol·NO�
3 -24.9 -25.6 NA -23.1c NA

hydroquinone·NO�
3 -20.3 -22.7 NA -21.7c NA

4-nitrophenol·NO�
3 -29.3 -31.3 NA -31.1d -22.1d

HNO3·NO�
3 -29.4 -29.8 -21.3(28.8b) -29.7e -21.5e

Table 1 Binding energy DEbind = Eclust �ÂEi and Gibbs free energy of binding DGbind = Gclust �ÂGi in kcal/mol for different clusters computed by
DFT using the wB97X-D4 method with the aug-cc-pVTZ basis set, or by MD simulations at T = 5 K using empirical force fields in LAMMPS. For
comparison some literature values are also provided. Unless otherwise noted DG is calculated at T = 300 K and P = 1 atm. aT = 1000 K. bT = 1600 K.
cRef. 13 dRef. 11 eRef. 8
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Fig. 2 Survival probability P(t) for catechol·NO�
3 and HNO3·NO�

3 clusters at different initial temperatures, and comparison of data at T = 900 K for
all systems except HNO3·NO�

3 . Raw data in symbols/solid lines, 2-parameter fits to Equation 1 in dashed lines, 5-parameter fits to Equation 2 in
dash-dotted lines. The short vertical dashed lines indicate the time at which P(t) = 1/e for each system.

Density / P:300 K 1000 K 1600 K
molec nm�3 /atm
0.0489 2 6.67
0.02445 1 3.33 5.33
0.00611 0.25 0.83 1.33
0.00245 0.1 0.33 0.53
0.00122 0.05 0.17 0.27
0.000611 0.025 0.083 0.133
0.000245 0.01

Table 2 Density of nitrogen gas introduced for a given gas pressure at
T = 300 K, 1000 K and 1600 K for all simulation conditions in this study.

We considered several ways of modelling P(t). The function
was clearly not a simple exponential, nor did it show clear sep-
aration of timescales indicative of a bi-exponential distribution.
Instead, the best fitting function we were able to find was to use a
stretched exponential distribution,38 also known as a Kohlrausch-
Williams-Watts (KWW) distribution,39,40 which has sometimes
been used to describe similar survival time distributions,41 albeit
usually in different contexts, eg. dielectric relaxation in solids. We
use either a single stretched exponential model,

Ps(t) = e�(t/t)b
, (1)

or a sum of two stretched exponentials,

Ps2(t) =
1

1+A2

⇣
e�(t/t1)b1 +A2e�(t/t2)b2

⌘
, (2)

with the added parameter A2 introduced to determine the relative
contributions of the two stretched exponentials, along with scal-
ing to ensure the correct initial condition Ps2(0) = 1. These fits are
shown along with the raw data for catechol·NO�

3 and HNO3·NO�
3 ,

as well as a comparison of the four functionalized benzene sys-
tems at T = 900 K, in Figure 2, while the fit parameters are shown
for some systems in Table 3 (tables of the rest of the fit parame-
ters, as well as figures of the rest of the fits and the raw data, can
be found in the ESI‡).

A value of the exponent b = 1 would indicate simple exponen-
tial behaviour. It is clear that b deviates significantly from 1 for
all systems. For a simple exponential, the mean relaxation time
hti would be simply equal to the relaxation timescale t, since
hti =

R •
0 e�t/t dt = t. A rough idea of the best value of t for a

single simple exponential fit would be the value of t at which
P(t) = 1/e, and for comparison this value for each system is also
shown in Figure 2.

For stretched exponentials however, the mean relaxation time
has a more complex form:

hts2i=
Z •

0
Ps2(t)dt =

1
1+A2

t1
b1

G
✓

1
b1

◆
+

A2
1+A2

t2
b2

G
✓

1
b2

◆
. (3)

The stretched exponential distribution has a very long tail, which
leads to greatly increased values of the mean relaxation times
compared to what would be obtained with a single exponential
distribution.38,42
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Mean relaxation 
time is the integral 

of P(t):
⟨τ⟩ = ∫

∞

0
P(t)dt P(t) = exp(−t/τ),If

⟨τs2⟩ =
1

1 + A2

τ1

β1
Γ( 1

β1
) +

A2

1 + A2

τ2

β2
Γ( 1

β2
)

⟨τ⟩ = τ

(Note elevated 
temperature)



catechol + NO3
- HNO3 + NO3

-

Raw data in solid lines, fits are in dashed/dash-dotted lines. 

 There can be issues at lower T, since impossibly long runs are needed to get the 
long tail. So it could be that fits at lower T underestimate <τ> and overestimate β.  

Especially for nitric acid case.

System DEbind,empirical DEbind,DFT DGbind,DFT Literature: DHbind DGbind
catechol·NO�

3 -27.3 -28.4 -16.6(11.4a) -26.2c -14.1c

resorcinol·NO�
3 -24.9 -25.6 NA -23.1c NA

hydroquinone·NO�
3 -20.3 -22.7 NA -21.7c NA

4-nitrophenol·NO�
3 -29.3 -31.3 NA -31.1d -22.1d

HNO3·NO�
3 -29.4 -29.8 -21.3(28.8b) -29.7e -21.5e

Table 1 Binding energy DEbind = Eclust �ÂEi and Gibbs free energy of binding DGbind = Gclust �ÂGi in kcal/mol for different clusters computed by
DFT using the wB97X-D4 method with the aug-cc-pVTZ basis set, or by MD simulations at T = 5 K using empirical force fields in LAMMPS. For
comparison some literature values are also provided. Unless otherwise noted DG is calculated at T = 300 K and P = 1 atm. aT = 1000 K. bT = 1600 K.
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Fig. 2 Survival probability P(t) for catechol·NO�
3 and HNO3·NO�

3 clusters at different initial temperatures, and comparison of data at T = 900 K for
all systems except HNO3·NO�

3 . Raw data in symbols/solid lines, 2-parameter fits to Equation 1 in dashed lines, 5-parameter fits to Equation 2 in
dash-dotted lines. The short vertical dashed lines indicate the time at which P(t) = 1/e for each system.

Density / P:300 K 1000 K 1600 K
molec nm�3 /atm
0.0489 2 6.67
0.02445 1 3.33 5.33
0.00611 0.25 0.83 1.33
0.00245 0.1 0.33 0.53
0.00122 0.05 0.17 0.27
0.000611 0.025 0.083 0.133
0.000245 0.01

Table 2 Density of nitrogen gas introduced for a given gas pressure at
T = 300 K, 1000 K and 1600 K for all simulation conditions in this study.

We considered several ways of modelling P(t). The function
was clearly not a simple exponential, nor did it show clear sep-
aration of timescales indicative of a bi-exponential distribution.
Instead, the best fitting function we were able to find was to use a
stretched exponential distribution,38 also known as a Kohlrausch-
Williams-Watts (KWW) distribution,39,40 which has sometimes
been used to describe similar survival time distributions,41 albeit
usually in different contexts, eg. dielectric relaxation in solids. We
use either a single stretched exponential model,

Ps(t) = e�(t/t)b
, (1)

or a sum of two stretched exponentials,

Ps2(t) =
1

1+A2

⇣
e�(t/t1)b1 +A2e�(t/t2)b2

⌘
, (2)

with the added parameter A2 introduced to determine the relative
contributions of the two stretched exponentials, along with scal-
ing to ensure the correct initial condition Ps2(0) = 1. These fits are
shown along with the raw data for catechol·NO�

3 and HNO3·NO�
3 ,

as well as a comparison of the four functionalized benzene sys-
tems at T = 900 K, in Figure 2, while the fit parameters are shown
for some systems in Table 3 (tables of the rest of the fit parame-
ters, as well as figures of the rest of the fits and the raw data, can
be found in the ESI‡).

A value of the exponent b = 1 would indicate simple exponen-
tial behaviour. It is clear that b deviates significantly from 1 for
all systems. For a simple exponential, the mean relaxation time
hti would be simply equal to the relaxation timescale t, since
hti =

R •
0 e�t/t dt = t. A rough idea of the best value of t for a

single simple exponential fit would be the value of t at which
P(t) = 1/e, and for comparison this value for each system is also
shown in Figure 2.

For stretched exponentials however, the mean relaxation time
has a more complex form:

hts2i=
Z •

0
Ps2(t)dt =
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The stretched exponential distribution has a very long tail, which
leads to greatly increased values of the mean relaxation times
compared to what would be obtained with a single exponential
distribution.38,42
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System DEbind,empirical DEbind,DFT DGbind,DFT Literature: DHbind DGbind
catechol·NO�

3 -27.3 -28.4 -16.6(11.4a) -26.2c -14.1c

resorcinol·NO�
3 -24.9 -25.6 NA -23.1c NA

hydroquinone·NO�
3 -20.3 -22.7 NA -21.7c NA

4-nitrophenol·NO�
3 -29.3 -31.3 NA -31.1d -22.1d

HNO3·NO�
3 -29.4 -29.8 -21.3(28.8b) -29.7e -21.5e

Table 1 Binding energy DEbind = Eclust �ÂEi and Gibbs free energy of binding DGbind = Gclust �ÂGi in kcal/mol for different clusters computed by
DFT using the wB97X-D4 method with the aug-cc-pVTZ basis set, or by MD simulations at T = 5 K using empirical force fields in LAMMPS. For
comparison some literature values are also provided. Unless otherwise noted DG is calculated at T = 300 K and P = 1 atm. aT = 1000 K. bT = 1600 K.
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Fig. 2 Survival probability P(t) for catechol·NO�
3 and HNO3·NO�

3 clusters at different initial temperatures, and comparison of data at T = 900 K for
all systems except HNO3·NO�

3 . Raw data in symbols/solid lines, 2-parameter fits to Equation 1 in dashed lines, 5-parameter fits to Equation 2 in
dash-dotted lines. The short vertical dashed lines indicate the time at which P(t) = 1/e for each system.
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0.02445 1 3.33 5.33
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0.00122 0.05 0.17 0.27
0.000611 0.025 0.083 0.133
0.000245 0.01

Table 2 Density of nitrogen gas introduced for a given gas pressure at
T = 300 K, 1000 K and 1600 K for all simulation conditions in this study.

We considered several ways of modelling P(t). The function
was clearly not a simple exponential, nor did it show clear sep-
aration of timescales indicative of a bi-exponential distribution.
Instead, the best fitting function we were able to find was to use a
stretched exponential distribution,38 also known as a Kohlrausch-
Williams-Watts (KWW) distribution,39,40 which has sometimes
been used to describe similar survival time distributions,41 albeit
usually in different contexts, eg. dielectric relaxation in solids. We
use either a single stretched exponential model,

Ps(t) = e�(t/t)b
, (1)

or a sum of two stretched exponentials,

Ps2(t) =
1

1+A2

⇣
e�(t/t1)b1 +A2e�(t/t2)b2

⌘
, (2)

with the added parameter A2 introduced to determine the relative
contributions of the two stretched exponentials, along with scal-
ing to ensure the correct initial condition Ps2(0) = 1. These fits are
shown along with the raw data for catechol·NO�

3 and HNO3·NO�
3 ,

as well as a comparison of the four functionalized benzene sys-
tems at T = 900 K, in Figure 2, while the fit parameters are shown
for some systems in Table 3 (tables of the rest of the fit parame-
ters, as well as figures of the rest of the fits and the raw data, can
be found in the ESI‡).

A value of the exponent b = 1 would indicate simple exponen-
tial behaviour. It is clear that b deviates significantly from 1 for
all systems. For a simple exponential, the mean relaxation time
hti would be simply equal to the relaxation timescale t, since
hti =

R •
0 e�t/t dt = t. A rough idea of the best value of t for a

single simple exponential fit would be the value of t at which
P(t) = 1/e, and for comparison this value for each system is also
shown in Figure 2.

For stretched exponentials however, the mean relaxation time
has a more complex form:
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The stretched exponential distribution has a very long tail, which
leads to greatly increased values of the mean relaxation times
compared to what would be obtained with a single exponential
distribution.38,42
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If we have some kind of Arrhenius behaviour, then log<τ> vs. 
1/T should be linear: ⟨τs2⟩(T) = Aexp(B/kBT)

Looks pretty good! Extrapolating to 300 K, I would predict:

Empirically at least, this fits the expected trend 
based on binding energies.

A/fs B/kcal mol-1 extrapolated <τ>
catechol 0.155 32.51 870 days
resorcinol 0.574 27.29 12.1 hours

hydroquinone 2.50 22.09 29 s
4-nitrophenol 9.61 33.23 ~500 years

nitric acid 0.017 65.28 ~1023 years

with an estimate of the dissociation rate g derived from detailed
balance.43–45 Using values of the association rate b = 10�9 cm3/s
and binding free energies listed in Table 1 computed at a ref-
erence pressure of 1 atm and temperature of 300 K, we obtain
g = 0.02/s for catechol-nitrate dissociation and g = 7.43⇥ 10�6/s
for HNO3-nitrate. These are far in excess of estimates based on
the extrapolated T = 300 K survival times derived in this work
(g = 1.33⇥10�8/s and 1.65⇥10�31/s for catechol and nitric acid,
respectively). Our extrapolated survival times are very long for
some of the clusters (the nitric acid-nitrate cluster being far in
excess of the age of the universe) and should be taken with a
grain of salt; however, we note that these would be significantly
reduced by surrounding gas, as discussed below.

Instead of relying on the extrapolation of our MD results to
lower temperatures, we may instead attempt to recalculate the
dissociation rate at high temperatures using quantum chemical
methods. The relevant values of DGbind are included in Table 1.
Using the same value of the association rate b = 10�9 cm3/s, we
now obtain g = 2.28⇥1012/s for catechol-nitrate clusters at 1000
K, and g = 3.94⇥ 1013/s for HNO3-nitrate at 1600 K. For com-
parison, the estimates we have in this work based on the inverse
of hts2i are g = 4.87⇥ 108/s for catechol-nitrate at 1000 K and
g = 4.22⇥ 107/s for HNO3-nitrate at 1600 K. Similar to the 300
K results, dissociation rates from detailed balance and quantum
chemical calculations are orders of magnitude higher than those
we estimate in this work from molecular dynamics. Such large
discrepancies between different theoretical approaches are not
uncommon when estimating rate constants, but are still worth
examining further. We discuss some possible reasons for the dis-
crepancies and suggest ways to resolve them in our Conclusions.
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Fig. 4 Fit of the mean relaxation time hts2i(T ) to an Arrhenius relation
(Eqn. 4). The fit for HNO3·NO�

3 does not include the data at T = 1350 K.

When a surrounding gas is added to the system, collisions with
gas molecules lead to more effective thermalization. This has
the main effect of increasing the value of the stretching exponent
closer to b = 1 corresponding to a simple exponential, as shown

System A / fs B / kcal mol�1 hts2i(T = 300 K)
catechol 0.155 32.51 870 days

resorcinol 0.574 27.29 12.1 hours
hydroquinone 2.50 22.09 29 s
4-nitrophenol 9.61 33.23 500 years

HNO3 0.0167 65.28 2⇥1023 years

Table 4 Fitted parameters A and B in the Arrhenius relation (Eqn. 4)
for each system studied, and extrapolated mean relaxation times at T =
300 K for thermal decomposition in vacuum.

in Figure 5 and Table 5 for catechol- and HNO3-nitrate clusters.
It follows that the mean survival times of the clusters are signif-
icantly reduced by the presence of gas. The variation in b with
hts2i for the simulations with gas is included in Figure 3 The in-
crease in b and decrease in hts2i are especially dramatic in the
HNO3 case, as the gas collisions play a larger role in thermalizing
the smaller molecule. Even at the lowest gas density, the mean
relaxation time hts2i computed from Eqn. 3 is reduced by an or-
der of magnitude, and therefore the dissociation rate should be
increased by a similar factor. It may also be worth noting that the
shape of P(t) in the bath gas does not change much for low val-
ues of t; the main influence of the gas is in causing very long-lived
clusters to decompose sooner.

3.2 Field-driven decomposition
In the ionization inlet of CIMS instruments, conditions are meant
to approximately match atmospheric conditions. This means that
the pressure is on the order of 1 atm, with comparatively low
fields used to move the ionized analytes into the rest of the appa-
ratus. Meanwhile, much larger fields (⇠ 0.1 Vµm�1) are applied
in the mass spectrometry drift tube, but in this part of the appa-
ratus the pressure is typically very low (⇠ 10�3 atm).

Due to limitations on the simulation time and the system size,
our simulations of field-driven decomposition have been limited
to a minimum field strength of 0.05 V µm�1 and a minimum
pressure of 0.01 atm. The field strength is much larger than in the
ionization inlet, and the pressure is much higher than in the mass
spectrometer itself. This makes exact comparisons between our
simulations results and the real experiments somewhat awkward,
however we can still draw some relevant conclusions.

For the field-driven decomposition we focused our attention on
the catechol-nitrate cluster, looking at a wide range of different
gas densities. For comparison we also studied the hydroquinone-
and HNO3-nitrate clusters at two different gas densities. We
ran multiple trajectories to obtain well-converged averages. In
most cases, we ran 100 trajectories for each combination of field
strength and gas density. In some cases, the simulation time
required to consistently observe cluster decomposition exceeded
1 µs, and so we only ran 25 trajectories.

When the cluster is accelerated by the electric field through a
gas, collisions with the gas eventually lead to cluster decomposi-
tion. In Figure 7 we show how the average cluster decomposition
time htdeci for the catechol-nitrate cluster depends on both the
gas density and the applied field strength. At low density and
high field, there is a rough power-law relationship between the
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• No comparison to experiment (yet)… but 
we can compare to dissociation rates γ  
from detailed balance (Vehkämäki et al.) 

• We predict much lower dissociation rates! 
The long-tailed distribution again… (also 
probably other issues, too much 
extrapolation etc.)

detailed 
balance, 

300K

1/<τ>, 
300K

detailed 
balance, 

900/1600K

1/<τ>, 
900/1600K

catechol 0.02 /s 1.33x10-8 2.28x1012 4.87x108

nitric 
acid 7.43x10-6 /s 1.65x10-31 3.94x1013 4.22x107



In a gas the clusters get thermalized better,  
so those long tails are less long

Especially the 
smaller HNO3 

cluster!

System P / atm Eqn. 1: t / ps b Eqn. 2: A2 t1 / ps b1 t2 / ps b2 hts2i / ps
catechol·NO�

3 0.083 472.0 0.504 0.873 142.9 0.794 1705 0.593 1301
(T = 1000 K) 0.17 440.9 0.515 1.084 126.0 0.791 1270 0.607 1048

0.33 382.0 0.532 1.116 122.4 0.845 1028 0.588 901
0.83 377.4 0.598 0.643 170.1 0.795 1226 0.672 750
3.33 280.2 0.693 1.111 119.3 0.893 559.4 0.795 395
6.67 223.3 0.751 0.664 126.0 0.916 502.5 0.831 300

HNO3·NO�
3 0.133 246.4 0.381 0.828 44.2 0.841 2096 0.394 3318

(T = 1600 K) 0.27 207.2 0.414 0.705 43.0 0.719 1493 0.533 1136
0.53 189.3 0.431 1.107 34.5 0.804 765.4 0.504 810
1.33 143.7 0.449 1.002 27.0 0.933 630.5 0.557 541
5.33 111.9 0.540 1.732 23.5 0.863 240.0 0.640 221

Table 5 Fit parameters for purely thermal decomposition of catechol·NO�
3 and HNO3·NO3 clusters in the presence of nitrogen gas at different pressures.
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Fig. 5 Survival probability with surrounding gas. (top) catechol·NO3
clusters at 1000 K. (bottom) HNO3·NO3 clusters at 1600 K. Fits to
Eqns. 1 and 2 are only shown for the lowest and highest gas densities.
Short vertical dashed lines indicate the time at which P(t) = 1/e for each
system.

field strength and htdeci, as indicated by the linear appearance of
the log-log plot. As the field strength is lowered, however, we see
that the decomposition time increases greatly, eventually rising
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Fig. 6 Variation in hts2i with gas pressure for catechol-nitrate and HNO3-
nitrate clusters.

higher than the maximum simulation time we can manage.
The reason for this sharp increase can be better understood

by also examining the velocity of the cluster 2 ps before the de-
composition is detected, as well as the temperature of the cluster
and the separated analyte molecule just before and after the de-
composition, respectively. These results can be seen in Figures 8
and 9.

At high field strength and low gas density, the average cluster
temperature just before decomposition is reduced, and the tem-
perature of the analyte immediately after decomposition is signif-
icantly increased. This shows that the cluster is not fully thermal-
ized by the gas. Instead, a single very energetic collision can be
sufficient to induce decomposition in a cluster which is still rather
cold. A similar effect has been shown for simulations of solvent
loss during electrospray ionization (ESI); the effect was more im-
portant in that study due to the relatively lower binding energy of
water or other solvent to the ion,21,46 as opposed to the very high
binding strength of the nitrate ion complexes we study here. On
the other hand, in the near-vacuum conditions in the mass spec-
trometer drift tube, we can expect that even very strongly bound
clusters are significantly non-thermalized.

In our simulations at higher gas densities, the systems seem to
be well-thermalized at the time of decomposition. Here, at high
field the decomposition temperature of the cluster is highest at
the highest field strength. It may take some time for random fluc-
tuations to cause the cluster to dissociate; if the field strength is
higher, then the higher velocity and more energetic collisions will
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higher than the maximum simulation time we can manage.
The reason for this sharp increase can be better understood

by also examining the velocity of the cluster 2 ps before the de-
composition is detected, as well as the temperature of the cluster
and the separated analyte molecule just before and after the de-
composition, respectively. These results can be seen in Figures 8
and 9.

At high field strength and low gas density, the average cluster
temperature just before decomposition is reduced, and the tem-
perature of the analyte immediately after decomposition is signif-
icantly increased. This shows that the cluster is not fully thermal-
ized by the gas. Instead, a single very energetic collision can be
sufficient to induce decomposition in a cluster which is still rather
cold. A similar effect has been shown for simulations of solvent
loss during electrospray ionization (ESI); the effect was more im-
portant in that study due to the relatively lower binding energy of
water or other solvent to the ion,21,46 as opposed to the very high
binding strength of the nitrate ion complexes we study here. On
the other hand, in the near-vacuum conditions in the mass spec-
trometer drift tube, we can expect that even very strongly bound
clusters are significantly non-thermalized.

In our simulations at higher gas densities, the systems seem to
be well-thermalized at the time of decomposition. Here, at high
field the decomposition temperature of the cluster is highest at
the highest field strength. It may take some time for random fluc-
tuations to cause the cluster to dissociate; if the field strength is
higher, then the higher velocity and more energetic collisions will
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• The gas will effectively reduce the cluster lifetimes by at least an order of magnitude, 
and much more in some cases. 

• But not enough to completely explain the different predictions of dissociation rates.

1a) Add some gas:



• Starting T=300 K. 
Average of ~100 runs. 

• Higher field strength 
accelerates the charged 
cluster faster, so it 
decomposes sooner. 

• In lower field, higher 
pressure makes a 
difference since the 
cluster’s acceleration 
slows due to drag. 

• In high field, the cluster 
moves so fast and 
collisions are so energetic 
that pressure 
dependence seems to go 
away (or cancel out).
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Fig. 9 Temperature of the catechol-nitrate cluster just before decomposi-
tion (top), and catechol at the time decomposition is detected (bottom),
as a function of field strength for different pressures at Tgas = 300 K. Error
bars are the standard error of the mean temperatures over all trajectories.

imental atmospheric chemistry community in using higher elec-
tric fields in order to explore the fragmentation of clusters. Mass
spectrometry relies on accurate calibration, however the extent
of ion fragmentation is generally not well known, and difficult to
quantify. Our new simulation results can form the basis for bet-
ter constraining mass spectrometry experiments, and guiding the
development of new experimental methods.

Our observation that the total mass of the cluster, as well as
the associated higher number of degrees of freedom, can influ-
ence the decomposition is also noteworthy. The main application
area of NO�

3 CIMS is in quantifying the concentration of highly
functionalized molecules that act as direct secondary aerosol pre-
cursors in ambient air. According to the current results, the heat
sink afforded by the large molecular structures of these molecules
is a significant feature leading to very stable ion-molecule adducts
and consequently our results contribute to explaining the extreme
sensitivity characteristic of NO�

3 ionization.

0.2 0.5 1 2 5 10 20

E / V µm
-1

0.5

5

50

250

500

1

10

100

<
t d

ec
>

 /
 n

s

P = 1 atm, catechol

P = 1 atm, hydroquinone

P = 1 atm, HNO
3

P = 0.1 atm, catechol

P = 0.1 atm, hydroquinone

P = 0.1 atm, HNO
3

Fig. 10 Average time htdeci at which different clusters decompose as a
function of field strength for P = 0.1 atm and P = 1 atm at Tgas = 300 K.
Error bars are one standard deviation.

0.2 0.5 1 2 5 10 20

E / V µm
-1

0

2

4

6

8

<
v

cm
,d

ec
>

 /
 k

m
 s

-1

P = 1 atm, catechol
P = 1 atm, hydroquinone

P = 1 atm, HNO
3

P = 0.1 atm, catechol
P = 0.1 atm, hydroquinone

P = 0.1 atm, HNO
3

Fig. 11 Average velocity of different clusters 2 ps before decomposition
is detected as a function of field strength for P = 0.1 atm and P = 1 atm
at Tgas = 300 K. Error bars are one standard deviation.

Conflicts of interest

There are no conflicts to declare.

Data Availability Statement

LAMMPS input files to regenerate the trajectories are provided in
the ESI‡. We have also provided the Grace .agr files containing
the computed survival times P(t) and the various fits to Eqns. 1
and 2 in the ESI‡. Due to the size of the actual MD trajectories,
we have not made them available, but they can be provided as
requested.

8 | 1–11+PVSOBM�/BNF�<ZFBS>�<WPM�>

Nitric acid cluster accelerates faster, so 
decomposes a bit faster than other clusters.

2) Add Electric field:



Cluster T, 2ps before decomposition Molecule T, just after decomposition

• Weak increase with field 
• But at low P + high |E|, Tclust just before 

decomposition is lower! Not just 
thermal, ie. a single collision with the 
gas can cause the decomposition.

• Similarily, temperature of the molecule 
just after decomposition is lower in low 
field… 

• … but higher in high field! 
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Take-home messages
• This work uses molecular dynamics to simulate cluster decomposition directly.  Surprisingly 

doesn’t seem to have been done before! 
• MD simulations show that cluster/complex lifetimes have a very broad distribution. 
• An isolated cluster in vacuum does not have a well-defined temperature! So individual 

clusters might last longer than expected if they are cold, and these are what show up in the 
long tail.

• This is especially important for smaller molecules with less degrees of freedom. 
• Effect of collisions with gas is important, but timescale for gas to thermalize the clusters may still 

be long compared to cluster lifetime in some cases 
• In high field/low pressure, thermalization is incomplete and high-energy collisions directly cause 

decomposition. 
• More thought is required! 

Future plans: 
• Think more about the comparison with detailed balance: maybe run simulations on less strongly 

bound clusters? 
• Try to figure out how to compare these results directly with experimental data.

Paper will be in PCCP real soon! DOI: 10.1039/D5CP00908A



• Starting T=300 K. 
Average of ~100 runs. 

• Higher field strength 
accelerates the charged 
cluster faster, so it 
decomposes sooner. 

• In lower field, higher 
pressure makes a 
difference since the 
cluster’s acceleration 
slows due to drag. 

• In high field, the cluster 
moves so fast and 
collisions are so energetic 
that pressure 
dependence seems to go 
away (or cancel out).
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Fig. 7 Time htdeci at which the catechol-nitrate cluster decomposes as
a function of field strength for different pressures at Tgas = 300 K. Error
bars are one standard deviation.

tend to make the cluster hotter on average. We also note that
the analyte molecule’s temperature is significantly colder after
the cluster decomposition at lower field strength and/or higher
pressure, owing to the energy loss associated with breaking the
hydrogen bond(s) with the nitrate ion.

At the smallest field strengths we have simulated, cluster de-
composition is only observed in gas of lower density. This again
indicates that at field strengths typically used in the ionization in-
let of CIMS instruments (⇠ 10 V/cm),18 cluster decomposition is
unlikely to be an important factor. However, in the so-called clus-
ter fragmentation regime inside the MS instrument where higher
field strengths are applied, our results may serve as a useful guide
for calibration experiments.22,23,47,48 In particular, it may be in-
teresting to use gas of different density in order to more carefully
tune the cluster decomposition dynamics.

We compare some results between different clusters for field-
driven decomposition in Figures 10 through 12. Qualitatively, the
different clusters behave similarly to the catechol case. The hy-
droquinone case tends to fall apart faster and at lower velocity
compared to the catechol owing to the reduced binding energy.
The nitric acid cluster, on the other hand, although it has com-
parable binding energy to catechol, is considerably lighter. This
leads to faster decomposition compared with the catechol clus-
ter, especially at lower pressures and field magnitude since it will
be accelerated comparatively faster and undergo more energetic
collisions at the same field strength.

4 Conclusions
We have presented the results of a large number of simulations of
ion-molecule breakup, including purely thermal decomposition,
as well as field-induced decomposition due to collisions with gas.
Our approach highlights the importance of considering these sys-
tems as an ensemble of gas-phase clusters, with a range of dif-
ferent thermal energies. This is similar to previous work where
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Fig. 8 Velocity of the catechol-nitrate cluster 2 ps before decomposition
is detected as a function of field strength for different pressures at Tgas =
300 K. Error bars are one standard deviation.

stretched exponentials have been shown to describe a distribu-
tion of different decay processes, each one of which is a simple
exponential.42

The very long-tailed distribution of cluster survival lifetimes de-
scribed in this work by stretched exponentials is fundamentally
different than what would be predicted from a treatment which
assumes each cluster has a well-defined exact temperature. Such
fundamental issues as how to treat the thermal properties of an
isolated gas-phase system correctly in molecular dynamics simu-
lations continue to be important research topic even today.49–51

Comparing the dissociation rate g predicted from our simu-
lations, we find that our estimates of g are orders of magni-
tude lower than those derived from the standard detailed balance
approach. Other approaches have also noted that the detailed
balance estimates may be dramatically underestimating the true
value of g, albeit not by such a large factor.52 Although our re-
sults fit an Arrhenius relation well, suggesting that extrapolation
to lower temperatures should be possible, it is likely that extrap-
olation all the way down to 300 K (where we expect the detailed
balance estimate to be accurate) is unreliable. On the other hand,
using the detailed balance approach may be unreliable at higher
temperatures,53 and besides the quasi-RRHO calculation of vi-
brational frequencies used as a default in ORCA is also not re-
liable at high temperature, requiring advanced methods such as
vibrational perturbation theory which can account for vibrational
anharmonicity.54 Nevertheless, further investigation of this dis-
crepancy is required, perhaps by using the MD methods applied
in this work to study less strongly bound clusters where results
for binding times could be obtained at closer to ambient temper-
atures.

Our results for field-driven cluster breakup demonstrate that,
at the lower field strengths typically present in the IMR region for
CIMS studies of trace gases, the cluster decomposition is unlikely
to be an important factor. However, there is interest in the exper-
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Fig. 9 Temperature of the catechol-nitrate cluster just before decomposi-
tion (top), and catechol at the time decomposition is detected (bottom),
as a function of field strength for different pressures at Tgas = 300 K. Error
bars are the standard error of the mean temperatures over all trajectories.

imental atmospheric chemistry community in using higher elec-
tric fields in order to explore the fragmentation of clusters. Mass
spectrometry relies on accurate calibration, however the extent
of ion fragmentation is generally not well known, and difficult to
quantify. Our new simulation results can form the basis for bet-
ter constraining mass spectrometry experiments, and guiding the
development of new experimental methods.

Our observation that the total mass of the cluster, as well as
the associated higher number of degrees of freedom, can influ-
ence the decomposition is also noteworthy. The main application
area of NO�

3 CIMS is in quantifying the concentration of highly
functionalized molecules that act as direct secondary aerosol pre-
cursors in ambient air. According to the current results, the heat
sink afforded by the large molecular structures of these molecules
is a significant feature leading to very stable ion-molecule adducts
and consequently our results contribute to explaining the extreme
sensitivity characteristic of NO�

3 ionization.

0.2 0.5 1 2 5 10 20

E / V µm
-1

0.5

5

50

250

500

1

10

100

<
t d

ec
>

 /
 n

s

P = 1 atm, catechol

P = 1 atm, hydroquinone

P = 1 atm, HNO
3

P = 0.1 atm, catechol

P = 0.1 atm, hydroquinone

P = 0.1 atm, HNO
3
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Error bars are one standard deviation.
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Nitric acid cluster accelerates faster, so decomposes a 
bit faster than other clusters.

Velocity at decomposition, you can see the drag playing a role.


