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Performance
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II) Impact of teleconnections

10



11

SPV Precursor
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SPV Precursor

Domeisen et al. 2020
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SPV Precursor

Domeisen et al. 2020

Strong SPV improves predictability on 
longer timescales?

Bommer et al. 2025: Deep Learning Meets Teleconnections: Improving S2S Predictions for European Winter Weather
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Take home!

1. External drivers and DL can improve S2S predictability 

2. Purely data-driven embeddings potentially complementary 

to established physics

3. ML as an investigative tool for unknown atmospheric 

relationships

Check out the paper and 
github!
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Research question A

Improved
forecast?

S2S forecast



18

Research question B
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Prediction Tasks

Inputs:

● 6 weekly averages 
● Time series:

1. 4 NAE regimes as classes 
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Prediction Tasks

Inputs:

● 6 weekly averages 
● Time series:

1. 4 NAE regimes as classes 

Outputs:

● weekly regime probabilities 
for t +1 to t+ 6 weeks 

● predicted class: regime of 
highest probability
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Training

1. Pre-training (MAE-based)
○ 20CRv3 (1836 - 1979)
○ ERA5 (1980 - 2023)

2. Fine-tuning (Classification)
○ ERA5 (1980 - 2023)
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Example - SPV Precursor
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SPV Precursor
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SPV Precursor

similar to Spaeth et al. 
2024



XAI

XAI

Statistics

Forecasts of Opportunity?



XAI

Fel et al. 2023

XAI

Physics-based Representations?

https://proceedings.neurips.cc/paper_files/paper/2023/file/76d2f8e328e1081c22a77ca0fa330ca5-Paper-Conference.pdf


Pretraining of Transformer 



Architecture
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He et al. 2021

https://arxiv.org/pdf/2111.06377v2


Architecture
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Bodnar et  al. 2024

https://arxiv.org/pdf/2405.13063


Explainable AI (XAI)
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XAI for teleconnections 
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regimes

Encoded images 

XAI for teleconnections 


