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Fig 1 World map highlighting geographical regions that are 
included in our dataset. The map was created using 
https://ian.macky.net/pat/.
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1 INTRODUCTION & BACKGROUND
The catastrophic nature of earthquakes drives the need for understanding seismic events, as well as for 
providing forecasts of when these are likely to occur. In this study, we use a convolutional neural network to 
develop a data-driven spatiotemporal model to forecast next-day seismicity. Leveraging the predictive power 
of deep learning, our model uncovers complex patterns within earthquake catalogues and produces next-day 
expected seismicity rate and magnitude forecasts in regions of interest.
We employ SmaAt-UNet [1], a convolutional neural network with convolutional block attention modules and 
depthwise-separable convolutions that is able to create meaningful representations of grid structures. We 
evaluate the performance of our forecasting model using data science and earthquake forecasting metrics and 
compare against a null hypothesis, the persistence model, which assumes no change between consecutive 
time steps. We also use an enhanced gradient-weighted class activation mapping technique (Smooth Grad-
CAM++ [2]) to provide insights into the model’s decision-making process. Finally, we use a time series 
forecasting foundation model, TimesFM [3], to generate next-day aftershock forecasts on the same dataset 
and compare these results against those produced by the convolutional neural network. 

3 METHODOLOGY
We create spatiotemporal sequences of daily maps by splitting the spatial area into bins of 0.1 degrees of 
longitude and latitude. Three types of two-dimensional daily maps are used as input, containing: i) the 
number of events (rate) per grid cell, ii) the maximum magnitude of events in each grid cell and iii) the 
average depth of events in each grid cell. We identify events with magnitude ≥ 4 and for each one of these 
events, we aim to forecast the next day’s seismicity within a spatial area of 1 longitude/latitude degree 
around the event. We use 7 days of rate, magnitude and depth maps as input and pass them through a deep 
learning model to produce next-day rate and magnitude forecasts.
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2 DATA
We assemble a large dataset containing data from diverse 
tectonic regions using publicly available earthquake 
catalogues for Southern California, Northern California, New 
Zealand, Italy, Greece and Japan. We use earthquakes with 
magnitude ≥ 2 and depth ≤ 40km. We randomly split the 
dataset into training, validation and test sets using 80% of 
the data for training, 10% for validation and 10% for testing. 

7 CONCLUSION
 Persistence, the baseline model that assumes no change between consecutive time steps, is hard 

to beat!
 The forecasts are consistent with the observations in terms of spatial distribution of events, but we 

tend to underpredict the number of events and the maximum magnitude.
 Both SmaAt-UNet and TimesFM tend to underpredict the number of events, but the use of 

TimesFM leads to a considerably larger percentage of rate forecasts that are rejected based on the 
𝛿𝛿1 statistic.

Fig 2 We identify events with magnitude 4 and above, create a spatial grid around them and produce deep 
learning-based next-day rate and magnitude forecasts using the rate, magnitude and depth maps of the 
previous 7 days as input. The neural network visualisation is from [1].

6 QUALITATIVE EVALUATION

4 QUANTITATIVE EVALUATION

𝛿𝛿1 = 1 − 𝐹𝐹((𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜 − 1)|𝑁𝑁𝑓𝑓𝑜𝑜𝑓𝑓𝑓𝑓) 𝛿𝛿2 = 𝐹𝐹(𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜|𝑁𝑁𝑓𝑓𝑜𝑜𝑓𝑓𝑓𝑓)

where 𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜 is the sum of the observed number of events over all spatial bins, 𝑁𝑁𝑓𝑓𝑜𝑜𝑓𝑓𝑓𝑓  is 
the sum of the forecast number of events over all spatial bins and 𝐹𝐹 𝑥𝑥 𝜇𝜇  is a Poisson 
cumulative distribution with 𝐹𝐹 𝑥𝑥 𝜇𝜇 < 0 for 𝑥𝑥 < 0. For an intended significance level
𝛼𝛼 = 5%, a forecast is consistent if 𝛿𝛿1 > 0.025 and 𝛿𝛿2 > 0.025.

CSEP N-test [5] [6]:                                            ,

Fig 3 Observed versus forecast number of events (left) and maximum magnitude (right). Points 
on or close to the 𝑦𝑦 = 𝑥𝑥 line represent forecasts that are consistent with the observations.
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5 NUMBER OF FORECAST EVENTS: CNN VS FOUNDATION MODEL
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SmaAt-UNet 23.67% 4.67%

TimesFM-2.0 42.31% 3.99%

Fig 4 N-test results: Test set 𝛿𝛿1 and 𝛿𝛿2 values scatter plot and cumulative distributions.
Forecasts with 𝛿𝛿1 > 0.025 and 𝛿𝛿2 > 0.025 are consistent with the observations.
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Fig 5 Examples of deep learning-based rate forecasts generated using the trained SmaAt-UNet model and comparison with the ground truth 
maps and the persistence baseline model. We also show the corresponding input maps and the saliency maps that have been generated with 
the use of Smooth Grad-CAM++ [2] [4], which highlight the parts of the input maps that have the most influence on the forecasts.
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