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Atlan8c	mul8-decadal	variability	(AMV)	
Seen	in	instrumental	and	proxy	data,	persistence	unclear	



Mul8-decadal	fluctua8ons	in	Atlan8c	Sector	
variability:	ocean-stratosphere	
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Fig. 1 (A) The 3-year running mean winter (JFM) NAO (thin red) and AMV[Rayner et al., 

2003] (thin blue) indices, the corresponding multidecadal reconstructions (thick blue and 

red) using the two leadings SSA modes (methods); and the 3-year running mean early 

winter (NDJ) NAM-index[Kalnay et al., 1996]  (black) at 20hPa. Linear trend of observed 

winter (JFM) SLP associated with the three pronounced multidecadal shifts of NAO-

index during the instrumental period: (B) 1886 and 1922, (C) 1922 and 1958 and (D) 

1958 and 1994. The periods were chosen based on the SSA-reconstruction of multi-

decadal variability (Fig. 1A). Only significant trends at the 90%-level are shaded 

 

Mul4	decadal	variability	explains	48%	of	AMV	index	
and	14%	of	NAO	index		

Omrani	et	al.	2014	



Atlan8c	mul8-decadal	variability	
1.  Understanding	of	ocean-atmosphere	interac8on	

2.  Ideas	for	future	direc8ons	
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Dynamical	and	thermodynamical	considera8ons	
Atlan8c	Meridional	overturning	
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Observed	NAO,	ocean	convec8on,	AMOC/SST	
rela8on	

La1f	and	Keenlyside	(2011)	



Annual	mean	indices:		
Atlan8c	mul8-decadal	varia8ons	SST	and	turbulent	heat	flux	

Gulev	et	al.	(2013)	

Reconstructed	turbulent	fluxes	support	ocean	role	on	
decadal	8mescales	(i.e.,	Bjerknes	Conjecture)	



Climate	models	

•  Capture	some	basic	features	of	AMV	
•  Do	not	show	much	evidence	for	a	coupled	
NAO-AMV	mode	

•  Models	may	follow	the	stochas8c	null	
hypothesis	for	AMV	



Models		simulate	Atlan8c	mul8decadal	
variability	with	similari8es	to	observa8ons	

Keenlyside	et	al.	2014,	Peings	et	al.	2015,	and	many	others	



Simulated	Atlan8c	mul8decadal	variability	rather	
consistent	with	“red	noise”	

coefficients between the AMV index and SST are positive

almost over the entire North Atlantic (Fig. 1b, Sutton and
Hodson 2005). The region with largest positive regression

is located in the mid-latitude (30!N–60!N) and eastern

tropical North Atlantic, while the weaker regression values
are in the western tropical and subtropical North Atlantic.

The simulated AMV indices in the ten models are cal-

culated using the same definition as for observations. In all
models, SST averaged over the North Atlantic (for the

same region as the index) is colder than observed

(Table 2). Except for INMCM4, the models simulate
weaker AMV than observed during the instrumental period

(Table 2). These differences could result from the external

forcing that is fixed to preindustrial conditions in the most
control simulations.

The corresponding power spectra of the simulated AMV

indices show a wide range of variability, but exhibit a
similar red noise character (Fig. 2). Most AMV indices

show power on multi-decadal time scales, but with dif-

ferent periodicity. The spatial patterns of SST variation

associated with the AMV index in the ten models are

illustrated in Fig. 3. The regression patterns show simi-
larities with the observations in most models, with the

largest loadings in the mid-latitude region and weaker

regression in the western tropical and subtropical North
Atlantic. However, the regression values are higher than in

observations. Except for CNRM-CM3, KCM and IPSL-

CM4, the regressions in the eastern tropical and subtropical
region are weaker than mid-latitude region. The INM-CM4

has the weakest regression over the North Atlantic. Had-

CM3 shows the strongest negative regression over the
Arctic region and MIROC shows the strongest negative

regression values in the Greenland-Iceland-Norwegian

(GIN) Sea region. In addition to model error, differences in
patterns could also be related to observational uncertainties

as well as the absence of time varying external forcing in

our simulations.

Fig. 1 a Observed Atlantic
multidecadal variability (AMV)
Index defined as linearly
detrended North Atlantic
(0–60!N) average sea surface
temperature (SST). b The
spatial pattern of observed SST
variation over North Atlantic
associated with the observed
AMV Index by regressing the
detrended SST on the
normalized AMV index

Table 2 Mean SST averaged over the North Atlantic (0!–60!N,
7.5!–75!W) and the standard deviation of the AMV indices in
observation and ten CGCMs

Observation/model Mean (!C) Standard deviation (!C)

Observation 21.08 0.26

BCM 18.34 0.12

MPI-ESM-CR 20.96 0.17

EC-EARTH 19.90 0.14

IPSL-CM4 19.31 0.21

KCM 18.60 0.18

HadCM3 20.48 0.21

CNRM-CM3 19.93 0.20

CMCC 19.61 0.14

MIROC 19.14 0.15

INM-CM4 18.78 0.36

Fig. 2 The spectra of detrended AMV Indices in ten coupled general
circulation models (CGCMs). The AR1 red noise fit is the mean of the
AR1 red noise fits from ten models. Due to the varying autocorre-
lation for the models, the individual red-noise spectra are not shown

J. Ba et al.
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Climate	modes	do	not	capture	the	two	way		
NAO	–	AMV	rela8on	

would support the presence of a significant feedback from the ocean onto the wintertime atmospheric circula-
tion at long time scales (>10 years). This is also supported by computing lead-lag correlations between the AMV
and the winter NAO indices for individual models (Figure 6c). The maximum correlation is found when the NAO
leads the AMV of about 5 years, but no large correlation is found when the AMV leads the NAO.

The absence of consistent lagged correlations when the AMV leads the NAO is at odds with results from
observations [Omrani et al., 2014; Peings and Magnusdottir, 2014]. As shown in Figure 6c (black line), the
observed AMV-NAO multidecadal relationship exhibits a “swing” in the lead-lag correlations, from positive
values when the NAO leads (the positive NAO is followed by the positive AMV) to negative correlations when
the AMV leads (the positive AMV is followed by the negative NAO). Note that the annual AMV index is used
here, explaining small differences with the lead-lag correlations of Peings and Magnusdottir [2014] that used a
DJFM AMV index. These lead-lag correlations suggest that a two-way interaction exist between the AMV and
the NAO at multidecadal time scales. However, observations are short (only two cycles of the AMV) and we
cannot rule out the possibility that this apparent relationship represents a statistical artifact without any phy-
sical meaning (although numerical experiments suggest the opposite, e.g., Peings and Magnusdottir [2015]).

Due to their length, the CMIP5 simulations can give us a hint about this question. If lead-lag correlations simi-
lar to those found in observations can be detected during subperiods of the piControl simulations, even
though such correlations are absent when computed from the entire period, that would suggest that the
observed AMV-NAO signal is non-stationary or can happen by chance and thus that it is not a robust feature
of the North Atlantic. To the contrary, the absence of a similar lead-lag relationship in any of the piControl

Figure 6. (a) Ensemble mean of DJFM SLP anomalies (hPa) 5 years before the peak of AMV. Anomalies are shaded when at
least 75 % of themodels agree on the sign of the SLP anomaly (18 out of 23models). (b) Same as Figure 6a but for DJFM SLP
anomalies 5 years after the peak of AMV. (c) Lead-lag correlations between the AMV index and the decadal DJFM NAO
index in individual CMIP5 models and in observations (black line, 1901–2010 period). Negative (positive) lags indicate that
the NAO precedes (follows) the AMV. Crosses indicate where the correlation is significant at the 95% confidence level based
on a phase-scrambled bootstrap test that accounts for autocorrelation in the time series.

Journal of Geophysical Research: Atmospheres 10.1002/2015JD024107

PEINGS ET AL. AMV FEEDBACK ON ATMOSPHERE IN CMIP5 2582

Peings	et	al.	2015,		Ba	et	al.	2014	

Lead-lag	correla8on	NAO	(DJFM)	and	AMV	(DJFM)	indices	
CMIP5	Preindustrial	controls	

NAO	leads	 AMV	leads	



Ocean	model	response	to	stochas8c	NAO	
forcing,	red,	but	not	AR-1	

Delworth	and	Greatbatch	2001	Mecking	et	al.	2013,	2015	

Results	from	2000	year	simula8on	with	NEMO,	ORCA05	



New	evidence	sugges8ng	AMV	does	force	of	
atmospheric	variability	

•  Role	of	stratosphere-troposphere	interac8on		
(Omrani	et	al.	2014,	2015,	Gas1neau	et	al.	2016)	
	
•  Some	low-top	models	also	reproduced	NAO	response	
(Peings	and	MagnusdoKr,	2014,	Gas1neau	&	Frankignoul	2015)		
	
•  AMOC	driven	SST	paeerns,	not	exactly	AMV	
(Gas1neau	et	al.	2014,	2016,	Frankignoul	et	al.	2015)	
	
•  Tropical	versus	extra-tropical	Atlan8c	SST	forcing	
(Davini	et	al.	2015)	
	



Stratospheric	resolving	model	captures	response	
to	warm	AMV	condi8ons	(1951-1960)	

Observed	
SST	

anomalies	

NCEP/NCAR	
Geopot.	height	
anomalies	

High-top	
simulated	
response	

(MAECHAM5)	

Low-top	
simulated	
response	

(MAECHAM5)	

Omrani	et	al.	2014	



Simulated	and	observed	weakening	of	early	
winter	stratospheric	polar	vortex	
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20	hPa	geopoten8al	height	(NDJ)	for	the	1950-60s	warm	period	
High-top	 NCEP/NCAR	

!

Fig. 5 As Fig.3 (B) but for the high-top model temperature response (to 1951-1960 warm 

period) (B) early winter (NDJ) 20hPa geopotential height simulated by a high-top model 

Low-top	model	

Omrani	et	al.	2014	



Extra-tropical	SST	forcing	key	to	stratospheric	
and	tropospheric	NAO	response		

High-top	model	response	for	1950-60s	warming	for	20	hPa	GPH	

Driven	by	SST	south	of	30N	 Driven	by	SST	north	of	30N	

Omrani	et	al.	2014	

NAO-centres remain slightly stronger than the ones simu-

lated in the high-top model.
The difference between high- and low-top uncoupled

ECHAM5-configurations in simulating the weakening of

the westerlies in the North Atlantic region has been shown

also in the response to ENSO (Cagnazzo and Manzini
2009). This was attributed to the lack of major strato-

spheric warming simulated in low-top ECHAM5.

Fig. 7 a and b as in Fig. 5b and d in m, but simulated by the high-top
model in response to only a extra-tropical (20–66!N) and b tropical
(40!S–20!N) Atlantic changes. c and d as in Fig. 4a and b in m but

simulated by the high-top model in response to only c extra-tropical
and d tropical Atlantic changes

N.-E. Omrani et al.
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Extra-tropical	SST	forcing	key	to	stratospheric	
and	tropospheric	NAO	response		

High-top	model	response	for	1950-60s	warming	for	1000	hPa	GPH	

Driven	by	SST	south	of	30N	 Driven	by	SST	north	of	30N	

Omrani	et	al.	2014	



ECHAM6/MPIOM	stratosphere	Resolving	model	
reproduces	warm	phase	–	nega8ve	NAO	rela8on	
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Omrani	et	al.	2015	



Warm	phase	–	Atmospheric	paeern	largely	
driven	by	North	Atlan8c	SST	
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Omrani	et	al.	2015	



Warm	phase	–	Stratospheric	polar	vortex	weakening	
largely	driven	by	North	Atlan8c	SST	
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Omrani	et	al.	2015	



Weather	regime	analysis	and	low-top	model	results	
also	show	nega8ve	NAO	warm	AMV	response	

Environ. Res. Lett. 9 (2014) 034018 Y Peings and G Magnusdottir

Figure 3. Response of the North Atlantic intraseasonal weather regimes to the AMO. (a)–(d) Winter (DJFM) North Atlantic weather regimes
computed over 1901–2010 from the Z500 anomalies (in m) of 20CR. Frequencies of occurrence over the 1901–2010 wintertime days are
indicated in %. (e)–(h) Distribution of seasonal regime frequencies in 20CR over 1901–2010, during AMO� (53 years, white boxplots) and
AMO+ (57 years, gray boxplots) for winter (DJFM), early (DJ) and late (FM) winter. (i)–(l) same as (e)–(h) except for CAM5 (AMOn in
white and AMOp in gray, 50 years for each experiment). Boxplots indicate the maximum, upper-quartile, median, lower-quartile and
minimum of the distribution (horizontal bars). The mean of the distribution is shown by red diamonds, and asterisks indicate the significance
level of the difference of the mean between AMO� and AMO+ (AMOn and AMOp for the simulations): *: p < 0.1; **: p < 0.05 (t-test).

AMO� years (same years as in figure 2(a)). The mean
and the distribution of the seasonal frequencies for each
regime and the AMO polarity are shown in figures 3(e)–(h)
for the entire (DJFM), early (DJ) and late (FM) winter.
The more significant changes are found for the NAO� and
NAO+ regimes (figures 3(g) and (h)), in line with the NAO
pattern identified in figure 2(a). When the AMO is positive,
the frequency of the NAO+ regime is decreased, while the
frequency of the NAO� regime is increased. This result is
significant according to a student t-test applied to the mean
of the frequencies. It is found both in early and late winter
and is stronger and statistically significant in February–March.
The distribution shifts towards lower (higher) values for the
NAO+ (NAO�) regimes during the AMO+ compared to the
AMO�. In particular, extreme values of the NAO� frequency
are larger during AMO+ (figure 3(h)), suggesting that extreme
cold winters over Europe that occur with a persistent negative
NAO regime (like in 2009–2010 Cattiaux et al 2010) are more
probable during the positive phase of the AMO. The increase
in frequency of the blocking regime during the AMO+
(figure 3(e)) is consistent with the results of Häkkinen et al
(2011) and also favorable to cold extreme conditions over
Europe.

3.3. Additional evidence using numerical simulations

The observational results highlight a statistical relationship
between the AMO and the decadal fluctuations of the atmo-
spheric circulation, but it is hard to attribute causality. The

AMO may force the NAO and the change in the frequency
distribution of the weather regimes, but it also responds to
the persistence of these atmospheric anomalies (Li et al
2013, Eden and Jung 2001). Still the lead–lag correlations of
figure 2(b) suggest that the AMO precedes the NAO. The
causal relationship is further examined by using an atmo-
spheric GCM to simulate the response of the atmosphere
to AMO forcing. The weather regimes analysis is applied
to the daily outputs of the AMOp and AMOn simulations
(see section 2 for a description of the experiments). The
model represents the four major weather regimes identified in
20CR with realism and also captures their impact on surface
temperature (figure S5 available at stacks.iop.org/ERL/9/0340
18/mmedia). The respective distribution of the frequencies
of each regime is shown in figures 3(i)–(l). There is a
remarkable agreement between 20CR and CAM5 concerning
the impact of the AMO on the frequencies of the weather
regimes. The frequency of the NAO+ regime is decreased
while the frequencies of the NAO� and blocking regimes
are increased, especially in late winter. The seasonal mean
of the SLP response also resembles the NAO pattern with
larger amplitude in late winter (figure S6(c) available at stac
ks.iop.org/ERL/9/034018/mmedia), in line with 20CR. These
modeling results support the idea that the AMO is actually
causing the atmospheric anomalies identified in observations.
The current positive phase of the AMO has therefore promoted
the occurrence of negative NAO anomalies and more frequent
blocking conditions during the last winters. In line with the

5
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of the SLP response also resembles the NAO pattern with
larger amplitude in late winter (figure S6(c) available at stac
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AMO+ (57 years, gray boxplots) for winter (DJFM), early (DJ) and late (FM) winter. (i)–(l) same as (e)–(h) except for CAM5 (AMOn in
white and AMOp in gray, 50 years for each experiment). Boxplots indicate the maximum, upper-quartile, median, lower-quartile and
minimum of the distribution (horizontal bars). The mean of the distribution is shown by red diamonds, and asterisks indicate the significance
level of the difference of the mean between AMO� and AMO+ (AMOn and AMOp for the simulations): *: p < 0.1; **: p < 0.05 (t-test).
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regime and the AMO polarity are shown in figures 3(e)–(h)
for the entire (DJFM), early (DJ) and late (FM) winter.
The more significant changes are found for the NAO� and
NAO+ regimes (figures 3(g) and (h)), in line with the NAO
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Analysis	shows	consistent	stratospheric,	but	weak	response	



EC-EARTH	reproduce	NAO	response	using	only	
tropical	AMV	SST	and	stratospheric	response	limited		

minus TAMV−, figure 2(c)). Conversely, a barely
noticeable signal is observed when SST and SIC
anomalies are applied only to the mid-latitudes
(figure 2(d), XAMV+minus XAMV−). Wemeasure a
relative increase of about the 6% (3%) over Greenland
(Central Europe) and only a 3% decrease over Central
Atlantic. None of these anomalies is statistical sig-
nificant even at the 10% level. This indeed suggests
that the observed effects of the Atlantic Multidecadal
Variability in EC-Earth 3.1 are driven by the tropics.

The seasonality of the response (DJ vs FM) is the
only feature where we can find some differences
between FAMV and TAMV experiments (supplemen-
tary material figures S1 and S2). FAMV experiments
shows a stronger response in early winter (DJ), while
TAMV experiments shows stronger response in later
winter (FM).

We also investigated the linearity of the response
for FAMV and TAMV, looking at the difference
between each experiments and the control run (sup-
plementary material figure S3). The response is sur-
prisingly linear, showing the negative/positive NAO-
like pattern for positive/negative AMV anomalies. A

minor difference can be observed over Scandinavia:
indeed here we note a weak increase of blocking in
both FAMV+/TAMV+ and FAMV−/TAMV−.

3.2. Large-scale changes
In order to detect the origin of this tropical signal, we
investigate the large-scale changes associated with the
AMV anomalies. In figure 3 DJFM changes of the 2 m
temperature, of sea level pressure, of precipitation and
of the 300-hPa streamfunction are shown.

Surface temperature anomalies are related to the
SST patterns imposed in the different experiments: the
low-level westerly flow advects warmer oceanic air
from the North Atlantic downstream up to Eurasia,
leading to an overall warming or cooling (Seager
et al 2002) according to the sign of the Atlantic SST
anomalies.

Sea level pressure reflects the changes already seen
in atmospheric blocking, with TAMV and FAMV
experiments showing a NAO-like dipole over the
North Atlantic, and XAMV showing a weak signal
overGreenland.

Figure 2. (a)DJFMBlocking frequency bias for theCONTROL experimentwith respect to the ERA-INTERIM reanalysis (colors) and
CONTROL blocking frequencies (contours). DJFMBlocking frequency anomalies shown as positiveminus negative phase for (b)
FAMV, (c)TAMVand (d)XAMVexperiments. All are expressed as percentage of blocked days per season. In (a) contours are drawn
each 3%. Stippled regions show significance at the 2% level.
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Blocking	frequency	response	
Driven	by	SST	tropics	 Driven	by	SST	extratropics	

Davini	et	al.	2015	

Driven	by	Gill	Type	response	to	
tropical	hea8ng	



Schema8c	of	the	atmospheric	response	to	
extra-tropical	North	Atlan8c	SST	
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Keenlyside	et	al.,	ERL,		2014	

•  	Gill	Type	response	to	tropical	
hea8ng	

•  Coupled	models	tend	to	capture	
the	subtropical	SLP	response	



Atlan8c	mul8-decadal	variability	
1.  Understanding	of	ocean-atmosphere	interac8on	
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Deep	convec8on	
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Atmospheric	response	
remains	most	poorly	
understood	part	of	the	
loop	



Some	future	direc8ons	
•  Recent	predic8on	studies	suggest	atmospheric	
models	might	underes8mate	mid-la8tude	response	
(e.g.,	Scaife	et	al	2014)	

•  Higher	horizontal	resolu8on,	sharp	SST	fronts,	high-
frequency	SST	data	(e.g.,	Minobe	et	al.	2008,	
Nakamura	et	al.	2004,	Taguchi	et	al.	2012,	Zhou	et	al.	
2015)	

•  Understanding	the	role	of	model	biases,	idealised	
experiments	to	understand	impact	of	zonal	mean	
and	sta8onary	wave	components	


